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ABSTRACT

Learning geoscience and becoming a professional geoscientist require high-level 
spatial thinking. Thus, geoscience offers an intriguing context for studying people’s 
mental representations and processes as they pertain to large-scale, three-dimension-
al spatial cognition and learning, from both cognitive science and geoscience perspec-
tives. This paper discusses major tasks that professional geoscientists and geoscience 
learners deal wit h, focusing on the spatial nature of the tasks and underlying cogni-
tive processes. The specific tasks include recognizing, describing, and classifying the 
shape of an object; describing the position and orientation of objects; making and 
using maps; envisioning processes in three dimensions; and using spatial-thinking 
strategies to think about nonspatial phenomena. Findings and implications from cog-
nitive science literature that could be incorporated into geoscience teaching and some 
questions for future research that arise from examination of the intersection of the 
two branches of science are also discussed.
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INTRODUCTION

In this paper, we look for common ground within the 
domain of spatial thinking between the fields of geosciences 
and cognitive sciences. Learning geoscience and becoming a 
professional geoscientist require extensive high-level spatial 
thinking. Thus, from a cognitive science perspective, geosci-
ence offers an intriguing context for studying people’s mental 
representations and processes as they pertain to three-dimen-
sional spatial cognition and learning. From a geoscience per-
spective, cognitive science may be able to shed light on why 

many geoscience learners have difficulty with certain spatially 
intensive tasks, how expert geoscientists’ thought processes 
differ from novices’, and how students’ progress toward expert 
thought processes can be fostered.

We begin by identifying and describing some of the geo-
scientist’s tasks that require thinking about objects or processes 
or phenomena in space, the kind of thought processes that  
we broadly call spatial thinking. Then we look for insights  
and lines of inquiry in the cognitive science literature that 
could shed light on how expert geoscientists and geoscience 
learners accomplish those tasks. This paper’s mapping of the 
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DESCRIBING AND INTERPRETING OBJECTS

Describing the Shape of an Object, Rigorously and 
Unambiguously

The Geoscientist’s Task—Describing the Richness of Nature
Faced with the huge range of objects found in nature, 

early mineralogists, petrologists, geomorphologists, structural 
geologists, sedimentologists, zoologists, and botanists had to 
begin by agreeing upon words and measurements with which 
to describe these natural objects. Given a collection of objects 
that intuitively seem related in some way, what should one 
observe, and what should one measure, in order to capture the 
shape of each object in a way that is rigorous, unambiguous, 
and includes all of the important observable parameters?

After much spatial thinking, crystallographers decided 
that they should observe how many planes of symmetry the 
crystal has and the angles between those planes of symmetry. 
Size and color of the crystal are not so important. After much 
spatial thinking, structural geologists decided that they should 
describe a fold in a sedimentary layer by imaging a plane of 
symmetry of the fold, and then measuring the orientation of 
this axial plane, and how much the fold axis departs from the 
horizontal.

The mental processes of pioneering observers of nature 
as they develop a new description methodology include (1) 
careful observation of the shape of a large number of objects; 
(2) integrating these observations into a mental model of what 
constitutes the shared characteristics among this group of 
objects; (3) identifying ways in which individual objects can 
differ while still remaining within the group; and (4) develop-
ing a methodical, reproducible set of observation parameters 
that describes the range of natural variability within the group. 
Step 4 may include developing a lexicon or taxonomy of terms, 
developing new measurement instruments, developing new 
units of measurement, or developing two-dimensional graphi-
cal representations of some aspect of the three-dimensional 
objects (Fig. 1).

Geoscience novices learning to describe objects of nature 
professionally must first become facile with the terms and tech-
niques used by specialists who have previously studied this 
class of objects. In some cases, these descriptive techniques 
may call upon spatial skills that many learners find extremely 
difficult. Examples include the technique by which structural 
geologists capture the shape of a folded sedimentary layer by 
projecting vectors perpendicular to the fold onto a lower-hemi-
sphere equal-area projection diagram (Fig. 1A), and the system 
of Miller indices by which mineralogists describe the angular 
relationships between the faces of a crystal (Fig. 1B).

Insights from the Cognitive Science Literature—
Topological, Projective, and Euclidean Spatial Concepts

In the cognitive science literature, Piaget’s developmen-
tal theory has been very influential. Piaget and Inhelder (1948 

connections between geoscientists’ mental processes and cog-
nitive scientists’ research findings is not exhaustive; it is merely 
an early step in what we hope will be an ongoing dialog between 
these two fields. Our intended audience is both geoscientists 
and cognitive scientists. We hope that geoscientists and geosci-
ence educators find insights that will sharpen their own thought 
processes or enable them to better understand their students’ 
difficulties. We also hope that cognitive scientists find ques-
tions that trigger new lines of inquiry.

We consider three groups of geoscience tasks: (1) describ-
ing and interpreting objects, (2) comprehending spatial proper-
ties and processes, and (3) metaphorical usage of spatial think-
ing. The first group of tasks includes:
•  describing the shape of an object, rigorously and unam-

biguously;
•  identifying or classifying an object by its shape;
•  ascribing meaning to the shape of a natural object; and
•  recognizing a shape or pattern amid a noisy back-

ground.
The second group of tasks includes:
•  recalling the location and appearance of previously seen 

objects;
•  describing the position and orientation of objects;
•  making and using maps;
•  synthesizing one- or two-dimensional observations into 

a three-dimensional mental image; and
•  envisioning the processes by which materials or objects 

change position or shape.
And the third group of tasks includes:
•  using spatial-thinking strategies and techniques to think 

about nonspatial phenomena.
Collectively, such thought processes are at the heart of vir-

tually all fields of geosciences. Furthermore, researchers have 
shown that spatial ability and thinking play important roles 
in many fields of science and engineering, including physics, 
chemistry, mathematics, engineering, geoscience, and medi-
cine (Carter et al., 1987; Downs and Liben, 1991; Mathewson, 
1999; Pallrand and Seeber, 1984; Piburn, 1980; Rochford, 
1985; Russell-Gebbett, 1984; Tuckey and Selvaratnam, 1993). 
Therefore, space is a unifying theme across many disciplines. 
Spatial thinking in geosciences spans a huge range of scales, 
from the atomic (e.g., the crystalline structure of minerals) to 
the global (e.g., atmospheric circulation patterns).

In articulating those geoscience tasks, we focus on two 
end-member categories of thinkers: (1) pioneering geoscien-
tists, at the frontiers of science, undertaking a spatial challenge 
for the very first time that it has ever been done; and (2) begin-
ning students, undertaking a spatial challenge for the first time 
it has been done by them.

For additional insights into spatial thinking by geoscience 
learners in an educational context, we refer the reader to Kas-
tens and Ishikawa (2004) and Ishikawa and Kastens (2005). For 
additional insights into spatial thinking across a range of disci-
plines, we recommend National Research Council (2006).
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[1967]) classified spatial concepts into three categories: topo-
logical, projective, and Euclidean. Topological spatial concepts 
involve only qualitative relationships such as separation, order, 
and continuity (e.g., “next to,” “between,” “inside/outside”). 
Projective spatial concepts encompass understanding of spatial 
relations tied to a specific viewpoint and differentiation of vari-
ous viewpoints; for example, the ability to imagine (1) the shape 
of a shadow that would be cast onto a screen by a geometric 
shape held at various angles to a light source or (2) what a scene 
would look like if viewed from several different vantage points. 
Euclidean spatial concepts contain metric information, such as 
distance, direction, and angle, coordinated in a fixed frame of 
reference. Piaget and Inhelder argued that children understand 
topological space before projective and Euclidean spaces. Under-
standing of projective and Euclidean spaces emerges in parallel 
at approximately the same developmental stage, but the Euclid-
ean spatial concept takes longer to be fully comprehended.

When we look back at the geoscientist’s tasks from this 
perspective, we find that many of the descriptive tasks that 
geoscience learners find most difficult have a strong projective 
or Euclidean component. For example, the structural geolo-
gist’s lower-hemisphere equal-area representation of the shape 
of a fold (Fig. 1A) requires use of the projective spatial concept 
to envision the outcome of projecting multiple vectors onto a 
surface simultaneously. The mineralogist’s Miller indices (Fig. 
1B) require use of the Euclidean spatial concept to compare the 
crystal faces against a hypothetical three-dimensional coordi-
nate system. This suggests that expert geoscientists have more 
sophisticated projective and Euclidean spatial concepts, gained 
through repeated practice, than (even adult) geoscience nov-
ices do. In fact, Downs and Liben (1991) found that a signifi-
cant portion of college students performed poorly on tasks that 
required accurate understanding of projective and Euclidean 
spatial concepts.

A

B

Cube Octahedron Trapezohedron

Figure 1. Examples of the specialized representational techniques that geoscientists have developed to describe the shape of natural objects. 
(A) The lower-hemisphere equal-area projection that structural geologists use to describe the shape of a folded sedimentary stratum. Left: The 
lines represent vectors that are locally perpendicular to a rock surface, in this case a folded rock surface. Middle: These vectors are projected 
downward from a common origin until they intersect an imaginary hemisphere. Right: This hemisphere is then projected onto a plane by 
an equal-area projection. The general trend of points in this representation records and conveys the overall shape and orientation of the rock 
surface, while the scatter of the points conveys the irregularity of the surface (reproduced with permission from Hobbs et al. [1976, Fig. A11]). 
(B) The system of Miller indices with which mineralogists describe the angular relationships between the faces of a crystal. A set of three 
coordinate axes is defined, with its origin in the center of the crystal, and a vector is drawn from the origin perpendicular to each crystal face. 
The Miller index of a crystal face is the a-b-c coordinates of the point where the vector intersects the crystal face, normalized to a unit length. 
For example, in the cube, the vector from the origin intersects the front face of the crystal at point (1, 0, 0), so the Miller index of this face is 1 
0 0. A number with a bar on top is negative (reproduced with permission from Hurlbut [1971, Figures 66, 67, and 75]). In Piaget and Inhelder’s 
(1948 [1967]) classification scheme of three spatial concepts (topological, projective, and Euclidean), the fold-description task requires the 
projective spatial concept, while the crystal-faces task draws heavily on the Euclidean spatial concept.
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IDENTIFyING OR CLASSIFyING AN OBJECT By 
ITS ShAPE

The Geoscientist’s Task—Classifying a Newly Described 
Object

Having described a natural object using the professionally 
arrived-at vocabulary and techniques discussed in the previous 
section, the geoscientist then classifies the object into a group 
or category. Paleontologists or micropaleontologists classify 
fossils or microfossils according to their morphology; geomor-
phologists do the same with landforms. Traditionally, miner-
alogists or petrologists (scientists who study rocks) identify 
minerals in a hand sample or photomicrograph by shape, color 
(including color changes under different lighting conditions), 
and texture (e.g., Does it have stripes? Does it have a shiny 
surface?) (Fig. 2A).

Geoscience novices learn this skill by comparing unknown 
fossils, minerals, or geomorphological features against a catalog, 
using the descriptive terms and measurements mentioned above. 
To become experts, students must construct their own mental 
catalog of the properties of dozens to hundreds of fossils or min-
erals, and then develop facility at comparing each unknown new 
mineral or fossil against this mental catalog.

Insights from the Cognitive Science Literature—
Categorization

Such a task has been studied in cognitive psychology under 
the heading categorization. Categorization is one of the most 
basic characteristics of human thinking; in fact, it has been of 
interest since the era of Aristotle. Linguist George Lakoff said, 
“There is nothing more basic than categorization to our thought, 
perception, action, and speech. . . . Without the ability to catego-
rize, we could not function at all, either in the physical world or 
in our social and intellectual lives. An understanding of how we 
categorize is central to any understanding of how we think and 
how we function, and therefore central to an understanding of 
what makes us human” (Lakoff, 1987, p. 5–6).

How do people categorize? The traditional view maintains 
that a list of attributes, individually necessary and jointly suffi-
cient, defines what is or is not a member of a category (defining-
attribute theory). One of the earliest and most famous examples 
of this theory is Collins and Quillian’s (1969) semantic network 
model, in which concepts are represented as hierarchies of inter-
connected nodes (Fig. 2B). Each node, or concept, has associated 
defining attributes (e.g., a bird has wings, can fly, has feathers). 
Subordinate concepts share the defining attributes of their super-
ordinate concepts (e.g., a bird breathes, eats, has skin). Collins 
and Quillian predicted that, if knowledge is mentally represented 
as such a network, it should take more time to verify a sentence 
that relates two concepts farther apart in the network than to ver-
ify a sentence with concepts near each other. For example, people 
should take more time to verify the sentence “a canary is an ani-
mal” (the two concepts are two links apart in the hierarchy) than 

the sentence “a canary is a bird” (one link apart). They found that 
people’s verification times were consistent with this prediction.

Later, it was pointed out that categories are often not clearly 
defined by a finite set of defining attributes; rather, catego-
ries have fuzzy boundaries. In the face of such criticism, some 
researchers proposed prototype theory (e.g., Rosch, 1978). This 
theory maintains that members of a concept vary in their typical-
ity (e.g., a robin is a more typical member of the concept bird 
than an ostrich), and that category membership is determined by 
the degree of similarity (or family resemblance) to the category’s 
prototype (i.e., the best example).

Geoscientists use classification schemes that resemble the 
cognitive scientist’s defining-attribute theory, semantic network 
model, and prototype theory. A geoscience example of the defin-
ing-attribute strategy for classifying objects is the venerable 
Udden-Wentworth scale (Blatt et al., 1972) for classifying sedi-
mentary grain sizes, in which all grains between 2 mm and 62 
μm in diameter are classified as sand, grains between 62 μm and 
4 μm are classified as silt, and so on. The hierarchies of Collins 
and Quillian’s semantic network model resemble Carolus Lin-
naeus taxonomic hierarchies (Farber, 2000). A geoscience exam-
ple of the prototype strategy for classifying objects is the man-
ner in which a species of fossil (or living organism) is defined 
by reference to a specific individual of that species preserved in 
a museum; other individuals are classified as members or non-
members of that species based on their resemblance to the so-
called type specimen (International Commission on Zoological 
Nomenclature, 1985; Simpson, 1940). Each of these classifica-
tion schemes was developed in the earliest days of natural his-
tory, and remains in use today.

Most geoscientists would probably argue that the early natu-
ral scientists developed different kinds of classification schemes 
for different types of natural objects because the relationships 
among those objects do, in fact, vary in nature. Sedimentary 
grain sizes vary along a continuum from extremely fine to 
extremely coarse, so the “obviously sensible” way to categorize 
clastic sediments is to define attributes that mark the boundary 
between one category and the next. Fossils usually do not fall 
along a continuum of physical characteristics; instead they tend 
to display clusters of characteristics, so the “obviously sensible” 
way to categorize them is by resemblance or nonresemblance to 
an ideal or prototype. But faced with the cognitive science find-
ing that the human brain may inherently favor certain ways of 
forming categories, geoscientists have to ask whether our clas-
sification schemes truly reflect what is out there in nature. Do 
we use “sand/silt/clay” because these terms represent natural 
categories of sediment that differ in their depositional and ero-
sional processes? To what extent are our classification schemes a 
product of our brains’ facility for categorizing? Do we use “sand/
silt/clay” because these categorical labels are easier for our brains 
to think about than the fairly arbitrary numerical values that have 
been chosen to subdivide the natural continuum? A resolution of 
this question may lie in evolutionary psychology (see e.g., Tooby 
and Cosmides, 1992). The lives of ancestral humans were domi-
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nated by the same natural objects that concern today’s geologists 
and ecologists: plants, animals, rocks, and landforms. Thus the 
human brain may have evolved the ability to organize concepts 
into categories according to patterns common in nature. Then 
natural scientists exploited that mental capacity to develop for-
mal and intricate classification schemes (see also the discussion 
about object location memory in a following section).

Ascribing Meaning to the Shape of a Natural Object

The Geoscientist’s Task—Inferring History and Formative 
Processes

The shape of a natural object (including its size and orienta-
tion) carries clues about its history and formative processes. To 
begin with the most famous examples of ascribing meaning to 
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Figure 2. Classification of objects according to their shapes. (A) Example of a hierarchical system for classifying Earth objects, in this case 
minerals, according to shape and other visible characteristics (adapted with permission from Marshak [2001, app. B-2]). (B) Collins and Quillian 
(1969) hypothesized that concepts are represented mentally as hierarchies of interconnected nodes (adapted with permission from Collins and 
Quillian [1969, Fig. 1]).
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the shape of natural objects in the history of geosciences, Alfred 
Wegener (Wegener, 1929) noted the jigsaw fit of the coastlines 
of Africa and South America, and inferred that the continents 
had previously been connected (Fig. 3A). James Hutton (Hut-
ton, 1788) noted the contrast in tilt and texture of underlying 
and overlying rocks at Siccar Point in Scotland, and inferred 
the existence of unconformities and the immensity of geologic 
time (Fig. 3B).

Among modern geoscientists, micropaleontologists use 
morphologic clues to infer both the geologic age and the paleoen-
vironment within which planktonic microfossils lived and died 
(Fig. 3C). If one sample of diatom (a form of phytoplankton) fos-
sils has thick silicate shells, whereas another group has delicate, 

thin shells, this could be attributed to the latter group growing 
in a water mass impoverished in dissolved silica. If the carbon-
ate-shelled microfossils (foraminifera) in a sediment sample are 
pitted and lacking delicate protuberances, this could be attributed 
to the sediment sample being deposited near the calcite com-
pensation depth, the depth in the ocean below which carbonate 
dissolves. The observation that a group of microfossils is much 
smaller than typical for their species could be attributed to their 
living in a stressed environment, for example a marine species 
living in brackish water (Kennett, 1982).

Structural geologists look at distortions in the shapes of 
crystals and fossils to infer the strain (and thereby the stress) that 
a body of rock has undergone (Ramsay and Huber, 1983). Sedi-
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Figure 3. Examples of how geoscientists ascribe meaning to shapes. (A) Wegener interpreted the matching shapes of Africa and South America 
as evidence of continental drift (reproduced with permission from Hamblin [1994, Figure 16.2]). (B) Hutton interpreted the geometry of this 
and similar unconformities as evidence that there had been a long gap of time during which erosion had occurred (from http://www.geos.ed.ac.
uk/undergraduate/field/siccarpoint/closer.html, downloaded October 2002.). (C) Micropaleontologists interpret the shapes of these planktonic 
microfossils as evidence of the water temperature in which the fossils grew (reproduced with permission from Kennett [1982, Figure 16.1]). (D) 
Pitman interpreted the shape of this Eltanin-19 magnetic anomaly profile across the Pacific-Antarctic Ridge as evidence of seafloor spreading 
(adapted with permission from Pitman and Heirtzler [1966, Fig. 3]).
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mentologists use the presence of ripples and certain other sedi-
mentary structures to infer that a sedimentary stratum was depos-
ited under flowing water, and use the orientation and asymmetry 
of the ripples to determine which way the current was flowing 
in the ancient body of water (Blatt et al., 1972). Whether a river 
is meandering, straight, or braided speaks to a geomorphologist 
about the energy regime, discharge, and slope of the river (Allen, 
1970). Similarly, the grain size distribution of sedimentary parti-
cles tells a sedimentologist about the velocity of an ancient river; 
it takes a higher energy flow to carry gravel than sand. Sedimen-
tary stratigraphers infer whether sea level was rising or falling on 
a continental margin from the shape of the sedimentary “packets” 
in seismic-reflection profiles acquired perpendicular to the mar-
gin (Vail et al., 1977).

The symmetry or lack of symmetry of an object of nature can 
be attributed to either the properties of its constituents or to the 
circumstances under which it formed or evolved. The symmetry 
of crystals emerges from the packing geometry of their constit-
uent molecules. Animals that move are likely to have evolved 
bilateral symmetry, with sensors (e.g., eyes, nose) located on the 
side that first encounters new stimuli, whereas organisms with 
radial symmetry are more likely to be attached to the seafloor, 
equally ready to cope with threats or opportunities coming from 
any direction.

To summarize from these examples, the shape of a natural 
object can be influenced by its strain history, the energy regime 
under which it was formed, the chemical environment under 
which it formed, and changes in the physical or chemical envi-
ronments that it experienced after its initial formation. Geosci-
entists seek to reason backward from observing the morphology 
to inferring the influencing processes, guided by observations of 
current-day processes that are thought to be analogous. Key ques-
tions involved in this task are: What processes or forces could 
have acted upon this mineral or landform or fossil or organism 
(the fossil before it died) to cause it to have this shape? What 
function could this form have served in the life of the organism?

Geoscience novices, like novice learners in other disciplines 
(e.g., Chi et al., 1981), generally begin by applying learned rules 
of thumb, without necessarily understanding the underlying 
causal relationship. At the expert level, the process of inferring 
history and formative processes involves reasoning from first 
principles about the connections among form, function, and his-
tory, on the basis of an expert knowledge base about the normal 
characteristics of the class of objects under study.

Insights from the Cognitive Science Literature—Schema 
Theory

To explain the organization of knowledge of more complex 
relations and structures, beyond simple object concepts, schema 
theory was proposed. A schema is a general knowledge struc-
ture that is composed of various relations, events, agents, actions, 
and so on. People apply a schema to a specific situation to guide 
their behavior and understanding. In other words, open “slots” in 
a generic schema are filled out according to specific situations. 

One of the earliest concepts of schema can be found in Bartlett’s 
(1932) study of the role of expectations in remembering. He 
told a North American Indian folk tale, which was not familiar 
to people in the European culture, to English participants, and 
asked them to recall it later. He found that they did not remember 
the story as it was, but changed or “reconstructed” it so that it 
became more consistent with traditional European folk stories. 
That is, their interpretation of the story was influenced by their 
expectations, or schemata.

Thus if a geoscientist or geoscience student has a schema 
that says “sedimentary rocks are deposited in layers,” that person 
will tend to see layers when observing sedimentary rocks in the 
field, and will tend to recall layers when describing that outcrop 
at a later time.

It should be noted that cognitive scientists consider the pro-
cess of understanding to be a two-way, constructive process; that 
is, understanding is influenced by existing knowledge structures, 
and at the same time, the knowledge structures undergo changes in 
interaction with the world. Piaget called these processes assimila-
tion and accommodation, where assimilation refers to integrating 
new information into one’s existing schema, and accommodation 
refers to modifying one’s schema in light of new information. 
He argued that knowledge was acquired in interaction between 
the self and the world, and “the progressive equilibrium between 
assimilation and accommodation is an instance of a fundamental 
process in cognitive development” (Piaget, 1983, p. 109).

How do geoscientists develop expert schemata for ascribing 
meaning to the shape of natural objects? This is a very interesting 
but underinvestigated issue. We offer two generalizations. A first 
generalization is that a new explanatory schema in geosciences 
may originate by observing instances when the formative process 
and the resulting objects can be observed simultaneously, either 
in a modern environment or in an experiment. For example, the 
schema for inferring paleocurrent directions in ancient sedimen-
tary rocks from the shape and orientation of preserved sedimen-
tary structures, was constructed by observing ripples and other 
bedforms in modern bodies of water where the current speed and 
direction can be measured directly. Similarly, schemata for inter-
preting metamorphic rocks are informed by laboratory experi-
ments in which rocks are deformed under elevated tempera-
tures and pressures. This method of developing new schemata 
is enshrined in the geologist’s slogan: “the present is the key to 
the past.”

A second generalization is that a new explanatory schema in 
geosciences may originate by observing fortuitous instances in 
which the shape of the natural object is a nearly pure result of one 
formative process. For example, the schema for interpreting the 
shapes of wiggles in profiles of the magnetic signature of the oce-
anic crust in terms of seafloor spreading, was clinched by Walter 
Pitman’s interpretation of the Eltanin-19 profile (Glen, 1982; Pit-
man and Heirtzler, 1966). This beautifully symmetrical profile 
has a high-latitude position, E-W orientation, and location away 
from ridge jumps and transform offsets, which lead to a simple, 
clear profile shaped only by seafloor spreading (Fig. 3D). Later 
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workers expanded the schema to cover situations where the mag-
netic signal was weaker or obscured by other processes. This sec-
ond anecdote illustrates something else about the development of 
schemata in science: Piaget’s cyclical process of assimilation and 
accommodation can be shared across a community of investiga-
tors rather than occurring entirely within one brain.

Recognizing a Shape or Pattern amid a Noisy Background

The Geoscientist’s Task—Finding Meaningful Patterns or 
Shapes in Image Data and Outcrops

Quantitative, digital geophysical data are often displayed as 
images rather than numbers. Examples include seismic-reflec-
tion profiles, side-looking sonar data, and satellite remote-sens-
ing data. This strategy of transforming the numbers of quantita-
tive data into something that looks like a picture is a matter of 
preference. For example, bathymetric and topographic data have 
historically been shown as contour maps, a form of data display 
that preserves the numerical depth or elevation (Fig. 4A). With 
the availability of increased computer processing power, marine 
geologists and geomorphologists now often choose to display 
bathymetric and topographic data as shaded-relief images, a form 
of display that looks somewhat like a photograph and does not 
present the absolute depth or elevation as a number (Fig. 4B).

Why should the developers of geophysical instruments 
strive to acquire the most accurate and precise digital data, but 
then transform these numbers into picture-like data displays 
before interpretation? It seems that image displays allow the data 
interpreter’s eye and brain to tap into a powerful ability to recog-
nize significant patterns amid noise. The eye can “see” erosional 
or faulted fabric in the shaded-relief display more easily than in 
a contour map or other numerical display. This ability to detect 
geologically significant patterns improves through training and 
practice. An experienced interpreter of seismic-reflection data 
can confidently and reproducibly trace seismic reflectors across a 
profile that looks like uniform gray noise to the untrained eye.

The ability to spot subtle but significant patterns amid a visu-
ally complex background is crucial on the outcrop as well. A tal-
ented paleontologist can stand at an outcrop with a bus-full of 
other geologists and spot fossils where the others see nothing.

In recognizing a shape or pattern amid a noisy background, 
the expert geoscientist’s eye is guided by experience of what 
might be important. For example, in spectroscopic studies, an 
expert would recognize significance in asymmetry of peaks, for 
example, a “shoulder” on a peak that might indicate absorption of 
a given wavelength or overlapping peaks that have to be decon-
volved. Geoscience novices describing the same data set might 
not even notice the asymmetry, because it conveyed no signifi-
cance to them.

Insights from the Cognitive Science Literature—Expert 
Problem Solving

Although the geoscientist interpreting an outcrop or image 
may be tapping into a universal human ability to see patterns amid 

visual clutter, it seems that expert geoscientists can see signifi-
cant patterns where novices do not. What differentiates experts 
from novices? It has been found that experts do not simply have 
more factual knowledge, but they also store and use knowl-
edge in more meaningful and efficient ways than do novices. 
For example, Chase and Simon (1973) found that chess masters 
recalled briefly presented board positions from actual games bet-
ter than novice players, whereas the two groups of players did not 
differ in the accuracy of recall when the pieces were randomly 
arranged on the board. Gilhooly et al. (1988) found that under-
graduate students skilled in reading topographic contour maps 
showed better memory for contour maps than low-skill students, 
whereas the two groups of students did not differ in accuracy 
of memory for ordinary town maps. Lesgold et al. (1988) found 
that, in diagnosing X-ray films, expert radiologists were supe-
rior to novices in clustering observed abnormalities into a single 
medical problem and generating diagnostic hypotheses. In each 
case, the experts were attuned to patterns in visually perceived 
information because those patterns had significance for them, 
significance that the novices were not aware of. In such expert 
problem solving, past experience and existing knowledge should 
play an important role (as discussed in the section on schemata).

Insights from the Cognitive Science Literature—The 
Embedded Figures Test

The embedded figures test is a classic psychometric test, 
often given as one of a battery of tests designed to assess people’s 
spatial abilities. In this test, the participant is shown a simple 
shape, and then asked to find and trace that simple shape where it 
occurs within a more complex configuration (Fig. 5A). The spe-
cific ability required by this test is to perceive and keep an image 
in memory and then detect it among complex configurations by 
ignoring irrelevant or distracting information (called flexibility of 
closure; Carroll, 1993).

Although the embedded figures test resembles the geosci-
entist’s task of finding reflectors in a seismic profile or fossils in 
an outcrop or structures in a geologic map (Fig. 5B), there are 
significant differences that make the geoscientist’s task harder. 
First, in the embedded figures test, the example simple figure and 
the embedded simple figure are exact duplicates with respect to 
size, shape, and orientation; in contrast, the simple figure in the 
geoscientist’s tasks can be regarded as an archetype or model, 
which could differ in size or orientation or details of morphol-
ogy from the embedded figure. Second, in some variants of the 
embedded figures test, one can look back at the simple figure 
while searching within the complex figure; whereas the geo-
scientist is typically comparing against a mental picture of the 
sought-after shape rather than against a physical object or exter-
nal representation. Also, in the embedded figures test, one knows 
that the simple shape is, in fact, present in the complex shape, but 
the geoscientist has no such assurance. Finally, the background 
within which the geoscientist is searching is often much more 
complicated and noisy than the “complex” figure of the embed-
ded figures test.
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Figure 4. For certain types of data, a numerical, quantitative display may be less informative than a display that mimics what the human eye is 
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However, most geoscientists find it easier to infer the erosional and volcanic processes that shaped the landscape by examining the shaded-relief 
image display. (Images created by William Haxby using GeoMapApp.)
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The relative ease with which experts “see” fossils or seismic 
reflectors leads us to wonder whether embedded-figures perfor-
mance would be dependent on the familiarity of the shape being 
sought. Are arbitrary shapes harder for people to find than famil-
iar shapes, such as the household objects and items of clothing 
typically found in children’s “find-the-hidden-objects” puzzles? 
If so, that might suggest that the progression from novice to expert 
in geoscience tasks that involve recognizing a significant pattern 
or shape amid a complex or noisy background is driven by the 
progression from unfamiliarity to familiarity with the sought-
after shapes or patterns. In fact, there have been research find-
ings that show the effects of familiarity on the speed of detecting 
embedded figures: Hock et al. (1974) found that, within embed-
ded complex figures, uppercase alphabet letters in their normal 
orientation were detected faster than letters in unfamiliar orien-
tation (rotated 180°). Hanawalt (1942) also found that practice 
facilitated people’s detection of embedded figures.

Questions for Future Research
What steps are involved in the progression from novice to 

expert in the task of finding significant patterns or shapes in a 
visually complex background, such as an outcrop, geophysical 

image, or geologic map? How important is exactness/inexactness 
of fit between the embedded shape and the example shape? How 
important is being able to see the example shape while looking 
for the embedded shape? How important is familiarity/unfamil-
iarity with the sought-after shape?

COMPREhENDING SPATIAL PROPERTIES AND 
PROCESSES

Recalling the Location and Appearance of Previously 
Seen Items

The Geoscientist’s Task—Remembering Geological 
Observations

The great Appalachian field geologist John Rodgers (Rodg-
ers, 2001) knew the location of every outcrop and every ice cream 
stand from Maine to Georgia. Students recall that he remembered 
the salient sedimentary and structural characteristics of every 
outcrop he had ever seen in any mountain range in the world, 
and where it was located. His ability to remember the relation-
ships among the rock bodies at those outcrops allowed him to 
construct, over a long lifetime in the field, a mental catalog of 

A

“Find and trace the simple figure on the left,
within the complex figure on the right.”

B

Figure 5. (A) The embedded figures test requires the participant to find a simple figure or drawing embedded within a more complicated figure 
(reproduced with permission from Eliot and Smith [1983, p. 409]). (B) The geoscientist exercises a similar skill looking for significant shapes or 
patterns in a complex geologic map or in image data. On such a geologic map (original in color), the color bands represent rock units of different 
ages. The zigzag pattern of the rock units in the SW quadrant of this map is characteristic of folded rock strata that have been partially eroded 
(reproduced with permission from Owen et al. [2001]).
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occurrences of geologic structures, which he drew upon to create 
a masterful synthesis of how fold-and-faulted mountain ranges 
form (Rodgers, 1990).

William Smith [1769–1839] made the world’s first geologic 
map, a map of England and Wales showing rocks of different 
ages in different colors (Winchester, 2001). When Smith began 
his field work, it was not understood that rocks occurred on 
Earth’s surface in organized spatial patterns; he figured out that 
the organizing principle was the age of the rocks as recorded in 
their fossils. Many spatial skills must have contributed to Smith’s 
effort, but among them was his ability to remember and organize, 
aided only by the simplest of paper-and-pencil recording aids, 
a huge body of spatially referenced observations. His nephew, 
John Phillips, wrote of William Smith: “A fine specimen of this 
ammonite was here laid by a particular tree on the roads side, as 
it was large and inconvenient for the pocket, according to the cus-
tom often observed by Mr. Smith, whose memory for localities 
was so exact that he has often, after many years, gone direct to 
some hoard of nature to recover his fossils” (cited in Winchester, 
2001, p. 270; emphasis added). The ammonite example focuses 
on memory for the location of a discrete object, but geologists 
must also have a memory for recurring patterns or configura-
tions, for example, a distinctive sequence of rock types.

Insights from the Cognitive Science Literature—Object 
Location Memory

In the psychometric literature, males have been found to 
perform better than females on some spatial tests, including the 
mental rotations test, which will be described later (see Linn and 
Petersen, 1985; Voyer et al., 1995). However, performance on 
one spatial task has been found to favor females: object loca-
tion memory task. In this task, the participant is shown an array 
of objects and, after removal of the array, asked to recall what 
objects were located where. For example, Silverman and Eals 
(1992) showed participants an array of objects; after removing the 
array, they showed the participants a new array of objects, saying 
that the two arrays contained the same objects. The participants’ 
task was to identify which items were in the same location and 
which were not. Whether the learning was incidental or inten-
tional (i.e., whether they were explicitly instructed to remember 
the array or not), females recalled more objects correctly than 
males did. Another test for this ability is the board game Memory, 
where people have to remember under which card a specific pic-
ture occurred when a matching picture is overturned on another 
card (McBurney et al., 1997). Some researchers have interpreted 
these findings from an evolutionary perspective, arguing that in 
a hunter-gatherer society, object location memory was important 
for female foragers, who needed to remember the location of 
medicinal and edible plants so as to be able to harvest them at 
a later date. For a discussion about the rationale of evolutionary 
psychology, see Tooby and Cosmides (1992).

Siegel and White (1975) described a special kind of figu-
rative memory, called “recognition-in-context” memory, which 
allows one to remember not merely “I have seen that before,” but 

also what the landmark was next to, when it last occurred, and 
what its connection was to other landmarks. Siegel and White 
state that the clarity of a recognition-in-context memory depends 
in part on the degree of meaningfulness of the event for that per-
son at that moment. This suggests that, within an individual’s 
education and career in geosciences, spatial memory for Earth 
features should strengthen as he or she develops the contextual 
and theoretical framework to establish “meaningfulness” for iso-
lated observations. However, it does not explain the person-to-
person variability between spatial geniuses, such as Rodgers or 
Smith, and ordinary geoscientists.

Describing the Position and Orientation of Objects

The Geoscientist’s Task—Describing the Position and 
Orientation of Real-World Objects Relative to the Earth

Learning to measure strike and dip of sedimentary strata or 
other planar surfaces is a well-known stumbling block for intro-
ductory geoscience students (Fig. 6A). Strike is the compass azi-
muth of the line defining the intersection between the surface to 
be described and the horizontal plane. Dip is the angle between 
the horizontal plane and the surface to be described, measured 
within a vertical plane perpendicular to the strike line. Strike and 
dip measurements can be made in the field with a geologist’s 
compass. These two measurements together uniquely define the 
orientation of a planar surface relative to the Earth. Many stu-
dents seem to have trouble grasping this technique at any kind of 
deep or intuitive level.

Until the advent of full-time-available global position-
ing system (GPS), navigation was a huge issue for seagoing 
oceanographers. The quality of field work at sea depends on 
oceanographers’ ability to accurately determine the latitude and 
longitude of ships, sampling devices, and instruments. Every 
navigation technique—dead reckoning, sextant, Loran, tran-
sit satellite navigation, seafloor-based acoustic transponders, 
or GPS—requires thinking about how angles and/or distances 
change as a function of relative motions between objects. 
By knowing the positions of several objects (e.g., satellites, 
stars, seafloor acoustic transponders) in an frame of reference 
fixed onto the rotating Earth, the navigator can determine the 
unknown position of the object of interest. Seismologists face a 
similar problem when using information about the distance of 
an earthquake from known seismograph stations to triangulate 
the unknown location of the earthquake.

Insights from the Cognitive Science Literature—The Water-
Level Task

Piaget and Inhelder (1948 [1967]) developed the water-level 
task and plumb-line task to investigate children’s understanding 
of vertical and horizontal axes, which they considered to be a 
Euclidean spatial concept (Fig. 6B). The water-level task asks 
the participant to draw the surface of water inside a drawing of 
a bottle tilted at various angles from the tabletop; the plumb-line 
task asks the participant to draw a weighted string (i.e., a plumb 
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line) hanging from the top of the tilted bottle (or, in later investi-
gators’ versions, from the roof of a van on a hillside). These tasks 
resemble the geologist’s measurement of strike and dip. In fact, 
one introductory textbook illustration (McGeary and Plummer, 
1998) seeks to clarify the meaning of the term strike by show-
ing imaginary water lapping against the planar surface to be 
described; the imaginary shoreline defines the line of intersection 
between the horizontal surface and the surface to be described, 
that is, the strike line (Fig. 6A). Piaget and Inhelder found that, at 
an early developmental stage, children did not grasp the notion 
of horizontal/vertical at all, then, as they got older, began to draw 
straight lines that were parallel to the base of a bottle, and finally 
came to understand that the water level should be horizontal and 
the plumb line should be vertical at any degree of tilt.

More recent investigators have reported that a significant 
portion of college students, particularly female students, have 
trouble with these tasks (e.g., Liben, 1978; Liben and Golbeck, 
1984; Thomas and Jamison, 1975; Thomas et al., 1973). It has 
also been pointed out that the relevant physical knowledge about 

the behavior of water in the real world and a fully developed con-
ceptual framework of space are important for these tasks (e.g., 
Liben, 1991; Merriwether and Liben, 1997; Vasta et al., 1996). It 
seems likely that a college student who struggles with the water-
level task would be bewildered by dip and strike.

Insights from the Cognitive Science Literature—Frames of 
Reference

To describe an object’s position or orientation, one needs to 
specify it with respect to something else; that is, one needs to 
define location in a frame of reference. Levinson (1996) identi-
fied three kinds of frames of reference (Fig. 7A). In a relative 
frame of reference, positions are specified in terms of directions 
relative to a viewer (e.g., the cat is to the left of the tree; the 
coarse-grained sediments are at the right end of the outcrop). Dis-
tance from a viewer is also a form of relative positional informa-
tion (e.g., the cat is near to me; the earthquake is 152 km from the 
seismograph). In the latter example, the “viewer” is not a human 
being, but rather a scientific instrument that observes Earth on 

A B “This is a glass 
container.  It has 
some water in it.”

“Now the container has 
been tilted.  Draw a line 
to show how the water 
would look.”

“This is a van.  
Inside is a weight 
hanging from a 
rope.”

“Now the van is parked 
on a hill.  Draw a line to 
show how the rope and 
weight would look.”

Figure 6. (A) Geologists record the orientation of a sloping planar surface by measuring the strike and dip of the surface, which requires measur-
ing relative to an imaginary horizontal plane and within an imaginary vertical plane (photo by Kim Kastens; figure reproduced with permission 
from McGeary and Plummer [1998, Figure 6.8]). (B) Psychologists use the water-level and plumb-line tasks to assess people’s understanding of 
the horizontal and vertical axes (adapted with permission from Vasta et al. [1996, Figures 1 and 3]).
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frame of reference, in which the viewer and the speaker coincide. 
Children at a later stage of development are able to interrelate 
objects in space in a coordinated frame of reference. Acredolo 
(1976, 1977), in a series of experiments, showed that younger 
children (three-year-olds) relied on the relationship with their 
own bodies in locating an object in space. For example, once 
trained to find an object to their left, they went to the wrong loca-
tion—to their left—after being rotated 180° and starting from the 
opposite side of a room. In contrast, older children (five-year-
olds) comprehended the reversal with respect to their bodies and 
also used landmarks to locate an object in a fixed, larger frame 
of reference.

One interesting and important finding about the use of dif-
ferent frames of reference is that they are not equally accessible 
to humans. When the relative and absolute frames of reference 
are compared, many people find the latter more difficult to use. A 
major reason for the difficulty is that, to use the absolute frame of 
reference, one needs to constantly update one’s own orientation 

behalf of the human scientist. In an intrinsic frame of reference, 
positions are specified in terms of inherent properties of an object 
within the system under consideration (e.g., the cat is in front of 
the car; the cracks are along the axis of the fold). Oceanographers 
and other seafarers use port and starboard to establish an unam-
biguous intrinsic frame of reference to replace the ambiguous 
relative terms left and right. An absolute frame of reference is an 
arbitrary frame fixed onto the surroundings, outside of the system 
under consideration. Cardinal directions (north, south, east, and 
west) and latitude and longitude are absolute frames of reference 
fixed onto rotating Earth.

Developmentally, it has been shown that the frame of ref-
erence that children use progresses from an egocentric (or self-
centered) frame of reference to an absolute (allocentric or envi-
ronment-centered) frame of reference (see e.g., Hart and Moore, 
1973). Children first orient objects in space with respect to their 
bodies, namely, they use an egocentric frame of reference. The 
egocentric frame of reference is a special case of the relative 
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“He’s to the left of the house.”
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“He’s in front of the house.”
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Figure 7. (A) Levinson (1996) discussed three types of 
frames of reference: relative, intrinsic, and absolute (F—fig-
ure; G—ground; V—viewpoint; X—origin of the coordinate 
system). The coordinate axes are attached to the viewer (V) 
in the relative frame of reference, to the house (G) in the 
intrinsic, and to the Earth in the absolute. Seismologists lo-
cating earthquakes and oceanographers navigating remotely 
operated vehicles and submersibles must translate between 
measurements relative to the observation point (e.g., dis-
tance from earthquake to seismograph or distance from 
bottom-moored navigation beacon to submersible) and posi-
tions in an absolute frame of reference (latitude, longitude, 
depth). (B) Dutch and Tenejapan participants were shown a 
stimulus arranged in a specific direction on one table, and 
then asked to rotate 180° and choose on another table the one 
which they thought was the “same” as the one seen before 
(reproduced with permission from Levinson [1996, Figures 
4.2 and 4.9]).
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relative to the surroundings (e.g., if you head to the north and 
make a right turn, your right becomes south, not east). In contrast, 
in the relative frame of reference, one’s right is always right 
regardless of rotation. Also, Levinson (1996) found cultural influ-
ences on the choice of frame of reference: the characteristics of 
language that people use affect the use of different frames of ref-
erence in nonlinguistic tasks. He compared two groups of people, 
Dutch and Tenejapan. Dutch speakers predominantly use relative 
terms in referring to directions, such as front, back, left, and right; 
whereas Tenejapan speakers use absolute terms, such as downhill 
(corresponding to north in their local terrain) and uphill (corre-
sponding to south) in conversation. Levinson presented them a 
stimulus arranged in a specific direction on one table, and then 
asked them to rotate 180° and choose on another table the one 
that they thought was the “same” as the one seen before (Fig. 
7B). If they encode the stimulus in the relative sense, they should 
choose the one heading to their right as the same; if they encode 
the stimulus in the absolute sense, they should choose the one 
heading to the north as the same. Dutch participants predomi-
nantly showed the former response pattern, whereas the Teneja-
pan participants tended to show the latter response pattern.

The oceanographer’s navigation tasks require conversions 
between relative and absolute frames of reference. Most naviga-
tion techniques generate observables in a relative frame of ref-
erence: celestial navigation measures the angle between a star 
and the horizon as seen from the navigator’s vantage point; dead 
reckoning measures (or estimates) the distance that the naviga-
tor has traveled relative to a previous navigation fix; GPS mea-
sures the distance between the satellite and the receiving antenna; 
acoustic transponder navigation measures the distance between a 
ship or instrument and the transponder, and so on. But what the 
navigator desires is a position in an absolute frame of reference: 
latitude, longitude, and in the case of a submerged vehicle, depth. 
Similarly, seismologists who seek the location of an earthquake 
work initially in relative frames of reference, as they calculate 
the distance from epicenter to several seismographs, and then 
translate this data to an absolute frame of reference to report their 
findings as latitude, longitude, and depth.

Question for Future Research
What are the mental processes involved in visualizing the 

transformation of positions and orientations from one spatial 
frame of reference to another, as for example triangulating to 
convert earthquake location data out of the relative distances 
from seismic stations into the absolute framework of latitude, 
longitude, and depth?

Using and Making Maps

The Geoscientist’s Task—Using Maps to Record and Convey 
Spatial Information

Almost all subdisciplines of geosciences use maps to record 
and convey information about the Earth. Maps are used to docu-
ment the locations of discrete phenomena such as ore deposits or 

volcanoes, or the distribution of properties such as the geologic 
age of rocks, the salinity of seawater, or the temperature of the 
atmosphere. Maps capture a record of ephemeral phenomena 
such as earthquakes or weather systems. Geoscientists use maps 
to show the past (e.g., reconstructions of previous plate tectonic 
geometries), the present (e.g., geologic maps), and the future 
(e.g., climate forecast maps). Maps are most often used to record 
and convey information that the map maker considers to be fac-
tual or at least consistent with available data, but they can also 
be used to convey a hypothesis, for example Wegener’s (1929) 
hypothesis of continental drift.

For generations of geology students, the field-mapping 
course has been a rite of passage. In such a course, students 
observe rock outcrops in the field, make measurements of char-
acteristic attributes, record information about the age, lithology, 
and structure of observed rocks onto a topographic base map, 
and then interpret their observations in terms of buried structures 
and their formative processes. Because the spatial relationship 
among observations is crucial in inferring buried structures, stu-
dents must become proficient in locating themselves on the topo-
graphic base map by comparing observed features of the terrain 
with features on the map. Many students find this task difficult.

Learning how to figure where you are on a topographic map 
has a counterpart in ordinary life in figuring out where you are on 
a road map or walking map. The mental process involves making 
connections between the three-dimensional, horizontally viewed, 
infinitely detailed, ever-changing landscape that surrounds you, 
and the two-dimensional, vertically viewed, schematic, unchang-
ing representation of that landscape on a piece of paper (Kastens 
et al., 2001). Although navigating through an unfamiliar terrain 
by referring to a map is probably the most common map-using 
task for nonprofessionals, this map skill is rarely taught in school; 
for example, it is not mentioned in the National Geography Stan-
dards (Geography Education Standards Project, 1994).

Insights from the Cognitive Science Literature—The 
Efficacy of Maps as Tools for Conveying Information

Maps represent information pertaining to space in a schematic 
and simultaneous fashion. There have been research findings that 
indicate that the effectiveness of maps and other spatial representa-
tions depends on the kind of spatial information being conveyed, 
the goals or purposes of using such representations, and the spatial 
ability of users.

Research has shown that maps help people learn the spatial 
layout of their environment, compared to direct navigation in the 
space. Thorndyke and Hayes-Roth (1982) examined how two 
groups of participants’ knowledge about a building differed after 
one group learned the building only by direct navigation and the 
other group only learned a map of the building. The navigation-
learners did better in estimating along-route distances and pointing 
to unseen landmarks standing at several locations in the building, 
whereas the map-learners did better in estimating straight-line dis-
tances and locating landmarks on a map in relation to each other. 
Thus, map-learners comprehended the layout of landmarks in the 
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building better than navigation-learners, who had difficulty inter-
relating separate views into an integrated whole.

More broadly, the effectiveness of spatial representations, 
such as pictures, diagrams, and animations, has also been studied. 
Hegarty and Sims (1994) examined how well people comprehend 
the motion of a mechanical system (a system of belts and pulleys) 
from a pictorial diagram of the system. They found that people 
who were poor at mentally visualizing shapes and motions tended 
to make inaccurate inferences about the motion. Mayer and Sims 
(1994) gave people visual and verbal explanations of a mechanical 
system (e.g., a bicycle tire pump), either concurrently (animation 
and narration together) or successively (animation followed by nar-
ration, or vice versa); they then examined the degree of transfer of 
such acquired knowledge to a new situation. The results showed 

that people with high spatial ability benefited from the concurrent 
visual and verbal representations, whereas low-spatial-ability peo-
ple had trouble connecting the two different modes of representa-
tions. In a geoscience education context, these findings suggest that 
a spatial representation, such as a complex map, that communicates 
well with other geoscientists and with high-spatial-ability students 
might not communicate well with low-spatial-ability students.

Insights from the Cognitive Science Literature—Perspective 
Taking

The field-geology students’ task of locating themselves on 
a topographic map bears some resemblance to Piaget and Inhel-
der’s (1948 [1967]) three-mountain problem (Fig. 8A). Piaget 
and Inhelder developed this test to examine children’s ability 

A “Here is a view of a 
landscape.”

“Here is a map of the same landscape seen from 
above.  Would you see the view above if you were 
standing at position A, B, C, or D on the map?”

B “Look at the object on the top.  Two of the four 
drawings below it show the same object.  Can 
you find those two?”

A B

C D

Figure 8. (A) Piaget and Inhelder (1948 [1967]) developed the three-mountain problem to examine children’s ability to envision a space from different 
viewpoints (reproduced with permission from Piaget and Inhelder [1967, Fig. 21]). (B) The mental rotation test examines the participant’s ability to envi-
sion what an object would look like if rotated to a different position (adapted with permission from Eliot and Smith [1983, p. 322]). Both of these skills 
seem related to the field geologist’s task of using a map in a field area. Answers: (A), correct answer is A; (B) correct answers are A and C.
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to coordinate spatial relationships from different viewpoints 
(i.e., the acquisition of projective spatial concepts). They had 
children view a tabletop three-dimensional (3-D) model of 
three mountains, which differed in color, size, and an object 
located at the top (a house, a cross, or snow). In one variant of 
this task, the children were shown a picture of the mountains 
as seen from a position around the perimeter of the model. 
They were then asked to indicate which of the four positions 
around the model (A–D in Fig. 8A) a wooden doll would have 
to occupy to take a photograph similar to the view in the pic-
ture. To accomplish this task, children had to imagine how 
the three mountains would look from different viewpoints 
and compare their imagined view with the picture. Similarly, 
field-geology students must imagine how the terrain would 
look from different positions within a two-dimensional map, 
and then compare the imagined view with the actual three-
dimensional terrain surrounding them. Piaget and Inhelder’s 
results showed that children’s responses were confined to their 
own perspectives at first, but as they matured they improved 
in their ability to discriminate views from different positions.

Geoscience educators have observed that many students 
have difficulty positioning themselves accurately on a topo-
graphic base map, which suggests that perspective taking 
remains difficult even for many college-age people. The geol-
ogy student’s task is more difficult than the three-mountain 
problem because the geology student must consider an infi-
nite number of possible positions within the map, whereas 
the three-mountain study has only four possible positions, 
all located around the periphery of the tabletop model. As an 
indication that perspective-taking ability is related to map-
use ability, Liben and Downs (1993), using a variant of the 
three-mountain problem, showed that perspective-taking abil-
ity was correlated (about 0.30) with children’s ability to show 
on a map the location and direction of a person standing in a 
classroom.

Insights from the Cognitive Science Literature—Mental 
Rotation

The ability to mentally rotate objects has been identified as 
one of the major spatial abilities (see e.g., McGee, 1979). For 
example, a standard psychometric test called the mental rotations 
test asks the participant to compare pairs of object drawings (Fig. 
8B) and answer if they are the same except for rotation (Van-
denberg and Kuse, 1978). People take more time to respond as 
the angular disparity in orientation between the pairs of object 
drawings increases from 0° to 180°, indicating that people in 
fact mentally rotate the drawings as if they were rotating physi-
cal objects in space (Shepard and Metzler, 1971). Performance 
on this test has been found to show wide person-to-person vari-
ability (with males outperforming females on average), and to 
correlate moderately (correlation of about 0.30) with the ability 
to learn spatial layout of a large-scale environment (e.g., Bryant, 
1982). Kail and Park (1990) found that, after receiving training 
on the mental rotations test, which consisted of hundreds of tri-

als with feedback on correctness, people came to respond much 
faster, compared to people without training.

Mental rotation ability should be related to the use of maps 
in the field, inasmuch as one needs to align a map with the sur-
rounds, either mentally or physically. Kastens and Liben (unpub-
lished data) found that the mental rotations test is a good predic-
tor of fourth graders’ ability to place colored stickers on a map to 
indicate the location of colored flags in a field-based test of map 
skills. Students with poor mental rotation ability made a charac-
teristic error in which they consistently placed stickers on the east 
side of the map that should have been on the west side, and vice 
versa, as though they had gotten turned around. Similar findings 
have been observed with respect to “you-are-here” maps, located 
on campus, in a shopping mall, inside an airport, and so on: when 
the map is posted out of alignment with the surrounding space, 
for example upside down, people often go in the wrong direction, 
by erroneously thinking that the upward direction on the map 
corresponds with the forward direction in the space (e.g., Levine 
et al., 1982, 1984). These “map alignment” effects have also been 
found when a map is held horizontally by a traveler’s hand (e.g., 
Warren and Scott, 1993).

Questions for Future Research
Why are maps such a powerful tool for recording, organiz-

ing, and conveying information about the Earth? Do maps reflect 
one of the brain’s methods for organizing information? Given 
that maps are such powerful thought-aids for geoscience experts, 
why is it that a significant number of geoscience novices have 
trouble using maps and other spatial representations?

Synthesizing 1- or 2-D Observations into a 3-D Mental 
Image

The Geoscientist’s Task—Visualizing 3-D Structures and 
Processes from 1-D or 2-D Data

Many geoscience subdisciplines share the problem that 
observations are collected in one or two dimensions and then 
must be interpreted in terms of three-dimensional (or four-
dimensional, including time) objects or structures or processes. 
For example, physical oceanographers measure the tempera-
ture and salinity of seawater by lowering an instrument pack-
age on a wire vertically down from a ship and recording the 
temperature, conductivity, and pressure at the instrument. 
Thousands of such vertical CTD profiles have been combined 
to create our current understanding of the three-dimensional 
interfingering of the water masses of the world’s oceans. Field 
geologists examine rock layers and structures exposed above 
Earth’s surface in outcrop, taking advantage of differently ori-
ented road cuts or stream cuts or wave cuts to glimpse the third 
dimension. From this surficial view, they construct a mental 
view, or more commonly multiple possible views, of the inte-
rior of the rock body.

Seismographs record the acceleration of Earth separately 
in three directions (up/down, north/south, east/west) as a func-
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tion of time (Fig. 9A, upper panel). Seismograph records from 
all over the world are examined to see whether the first motion 
was toward or away from the site of the earthquake, and this 
information is combined to define four quadrants of Earth with 
the same sense of first motion (Fig. 9A, lower-left panel). The 
results are expressed on a “beach ball” diagram, in which quad-
rants experiencing first motion away from the earthquake are 
dark and quadrants experiencing first motion toward the earth-
quake are white (Fig. 9A, lower-right panel). The geometry of 
the beach ball conveys the two possible orientations of the fault 
plane and the two possible directions of fault slip (Anderson, 
1986). Although much of this process is now automated, stu-
dents are still expected to understand this progression from 
one-dimensional observables to three-dimensional sense of 
motion, and to interpret the resulting spatial representations.

Marie Tharp, pioneer cartographer of the seafloor, visual-
ized the Mid-Atlantic Ridge rift valley from primitive echo-
sounder records (Fig. 9B). Although the data were collected 
as water depth versus distance along a ship track, the scale 
and display technique did not allow the raw data to be directly 
viewed as profiles. Tharp and her assistants measured thou-
sands of water depths by hand, plotted them by hand onto 
table-sized plotting sheets, combined ship’s tracks to draw 
profiles, and then contoured in map view by hand, or sketched 
physiographic diagrams. Her vision of a crack running down 
the middle of the Atlantic became one of the early compelling 
pieces of evidence in favor of the theory of seafloor spreading 
and continental drift (Lawrence, 1999, 2002).

The expert’s visualization of the parts of the structure that 
cannot be seen is guided by more than a simple mechanical 
interpolation between the observed sections or profiles. The 
physical oceanographer’s visualization is shaped by an under-
standing of gravity and buoyancy, which require that low den-
sity water masses will not ordinarily underlie higher-density 
water masses. The field geologist’s visualization is shaped by 
the understanding that marine sedimentation processes tend to 
produce layers that are roughly horizontal and roughly uniform 
in thickness before deformation. The seismologist’s interpreta-
tion of the beach ball diagram is guided by an understanding 
of the regional tectonics that may make one of the two possible 
fault planes more plausible. Marie Tharp’s case is interesting 
because the early Heezen and Tharp maps were published 
before they or anyone else knew any details about the tectonic 
and volcanic processes that form the seafloor geomorphology. 
Their maps in areas of sparse data (the Southern Oceans, for 
example) are far better than would have been possible by inter-
polating from data alone (Lamont-Doherty Earth Observatory, 
2001). The physical oceanographer and the field geologist in 
our examples are guided by knowledge of the processes that 
shaped the unseen parts of the puzzle, but in Tharp’s case, she 
seems to have developed an intuition or “feel” for the seafloor 
before the formative processes were well-understood, perhaps 
analogous to the “feel for the organism” ascribed to Barbara 
McClintock (Keller, 1983).

Insights from the Cognitive Science Literature—Visual 
Processing from an Image on the Retina

David Marr (1982) offered a computational theory of visual 
processing that begins with an image on the retina (Fig. 9C). From 
intensity changes and local geometric structure in the image, a 
representation of the two-dimensional image, called the primal 
sketch, is constructed. The next step is to indicate the geometry 
and depth of the visible surfaces in the primal sketch, in order 
to construct a representation called the 2½-D sketch. The primal 
sketch and the 2½-D sketch are viewer-centered representations. 
The final step of Marr’s sequence is to construct a representation 
of 3-D shape and spatial arrangement of an object in an object-
centered frame of reference. The resulting representation is called 
the 3-D model representation.

Marr’s work points out that each one of us has vast expe-
rience of converting (probably in most cases unconsciously) 
two-dimensional retinal images into mental representations that 
capture the three-dimensional shape of the objects around us, the 
objects that we successfully pick up, drive around, and otherwise 
interact with all day long. It seems likely that this life-long prac-
tice of 2-D to 3-D conversion comes into play as geoscientists 
convert 2-D data displays into 3-D mental representations.

Question for Future Research
How can we capitalize on this experience to smooth the 

transition from geoscience novice to expert, with respect to tasks 
involving the synthesis of 2-D observations into mental images 
of 3-D structures, and then to interpretations of 3-D processes?

Envisioning the Processes by which Objects Change 
Position or Shape

The Geoscientist’s Task—Envisioning Deformation within 
the Solid Earth

Solid parts of the Earth system may respond to imposed 
forces by changing their shape, by deforming, by folding and 
faulting. After struggling to visualize the internal three-dimen-
sional structure of a rock body, the geologist’s next step is often 
to try to figure out the sequence of folding and faulting events 
that has created the observed structures (Fig. 10A). This task may 
be tackled either forward or backward: backward, by “unfolding” 
the folds and “unfaulting” the faults; or forward, by applying var-
ious combinations of folds and faults to an initially undeformed 
sequence of rock layers until a combination that resembles the 
observed structure is found.

Elements of the solid Earth also change their shape through 
erosion, through the uneven removal of parts of the whole. Think-
ing about eroded terrains requires the ability to envision negative 
spaces, the shape and internal structure of the stuff that is not 
there any more.

Insights from the Cognitive Science Literature—Envision-
ing Folding and Unfolding of Paper

The geoscientist’s mental folding and unfolding of rock 
strata resembles the paper folding test used by psychologists to 
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study people’s spatial visualization ability (Fig. 10B). This test 
shows the participant a piece of paper that has been folded and 
holes punched through all the thicknesses of the paper, and then 
asks how the paper would look when unfolded. Shepard and 
Feng (1972) found that people took more time to respond as 
the total number of squares that would be involved in each fold 
increased. Kyllonen et al. (1984) showed that performance on the 
paper folding test can be improved by training, and that the effec-
tiveness of different types of training methods (verbal or visual 
training, or self-directed practice) depended on both spatial and 
verbal ability of their participants.

Another related spatial test is the surface development test. 
In this test, the participant is shown a flat piece of paper and an 
object drawing. The object can be formed by folding the flat 
paper on dotted lines (Fig. 10C). The participant is then asked 
to indicate which edges of the flat paper correspond to which 
edges of the object drawing. Piburn et al. (2005) found that good 
performers on this test tended to score high on a geology content 
exam containing spatial items. Students who took laboratory ses-
sions that emphasized spatial skills in geological contexts using 
computer-based learning materials (e.g., topographic map read-
ing, sequencing geologic events such as layer deposition, fold-
ing, faulting, intrusions, and erosion) scored higher on the surface 
development test after the laboratory sessions than before. That 
is, spatial visualization ability seems to be important for geology 
learning, and also can be improved by spatially demanding geol-
ogy exercises.

METAPhORICAL USE OF SPATIAL ThINKING

Using Spatial-Thinking Strategies and Techniques to 
Think about Nonspatial Phenomena

The Geoscientist’s Task—Using Space as a Proxy for Time
It is fairly common in thinking about the Earth to find that 

variation or progression through space is closely connected 
with variation or progression through time. For example, 
within a basin of undeformed sedimentary rocks, the down-
ward direction corresponds to increasing time since deposi-
tion. On the seafloor, distance away from the mid-ocean-ridge 
spreading center corresponds to increasing time since forma-
tion of that strip of seafloor.

As a consequence, geologists often think about distance in 
space when they really want to be thinking about duration of 
geologic time. Distance in space is easy to measure, in vertical 
meters of stratal thickness, or horizontal kilometers of distance 
from ridge crest. Duration of geologic time is hard to measure 
and subject to ongoing revision, involving complicated forays 
into seafloor magnetic anomalies, radiometric dating, stable 
isotope ratios, or biostratigraphy.

In ordinary life, people also confound lengths in dis-
tance and lengths in time, but the asymmetry is the opposite 
direction. One asks, “How far to New Haven?” and the other 
answers, “about an hour and a half.” In modern society, time is 

the easy observable; people have more experience at estimat-
ing time than distance, and most people wear a time measuring 
device on their wrists. Therefore, the answer is given in time 
even though the question is posed in space (“how far?”).

Time is important in geosciences because it constrains 
causal patterns. The sequence in which events happened con-
strains causality (if A happened before B, then A can have 
caused or influenced B, but not vice versa). The rate at which 
events happened constrains the power required (deposition at 
a rate of meters per thousand years requires different causal 
processes than deposition at centimeters per thousand years). 
Using a spatial dimension of a data display as a visual analogy 
to represent time allows the geoscientist to reveal or highlight 
causal relationships. For example, Sclater et al.’s (1971) depic-
tion of seafloor age versus depth in oceans of different spread-
ing rates (Fig. 11A) helped reveal the process of lithospheric 
cooling.

The Geoscientist’s Task—Using Space as a Proxy for Other 
Quantifiable Properties

Specialists within different branches of geosciences have a 
tendency to use space as a metaphor for variation in observable but 
nonspatial parameters of natural systems. For example, petrolo-
gists visualize a tetrahedron, in which each corner is occupied by 
a chemical element or by a mineral of pure composition (e.g., one 
end member of a solid solution). Any given rock can be placed at a 
point within the tetrahedron according to the concentration of each 
of the components in the rock. To communicate this tetrahedron to 
colleagues, the data are projected down onto one of the sides of the 
tetrahedron, where it appears on the page as a triangle, with each 
rock sample appearing as a dot.

Igneous and metamorphic petrologists use pressure-tem-
perature space. The pressure dimension of this space is something 
like distance beneath Earth’s surface, but denominated in units of 
downward-increasing pressure rather than in units of distance. The 
temperature dimension is also related to distance beneath Earth’s 
surface, with temperature increasing downward. The chemical 
composition of an igneous rock depends, in part, on where in pres-
sure-temperature space the initial melt separated out of the mantle.

Physical oceanographers use T-S diagrams, where T is tem-
perature and S is salinity of a water mass (Fig. 11B). Temperature 
and salinity together control the density of the water mass, and den-
sity in turn controls whether the water mass will sink relative to 
other water masses in the same ocean. Water samples that share a 
common history will likely cluster together in T-S space, and water 
masses with different histories of formation will usually occupy dif-
ferent areas of T-S space.

The mental processes for thinking about these non-distance-
denominated “geospaces” feel similar to the thought processes for 
thinking about distribution of, and movement through, regular dis-
tance-space. A clue is that the vocabulary is the same. A body of 
rock in the mantle “moves” through pressure-temperature space on 
a “trajectory.” Two water masses are “close together” or “far apart” 
in T-S space.
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Figure 11. Geoscientists use spatial thinking as a metaphor or mental 
aid for thinking about nonspatial properties. (A) In this plot of ocean 
water depth, the horizontal axis represents time, in millions of years, 
that a patch of the seafloor has spent spreading away from its parent 
mid-ocean spreading center. When displayed this way, data points from 
various parts of the world’s oceans fall neatly on an exponential curve. 
If the horizontal axis had been plotted as distance rather than time, 
the data from oceans with different spreading rates would have been 
scattered. This spatial-thinking insight helped Sclater et al. (1971) to 
demonstrate that the oceanic lithosphere cools as it ages, and subsides 
as it cools (reproduced with permission from Sclater et al. [1971, Fig. 
2a]). (B) In this example, spatial dimensions of the graph are used to 
show temperature and salinity of an oceanic water mass. The dashed 
lines show contours of constant density, and the solid line shows an 
idealized vertical profile from sea surface to seafloor, at one spot in 
the ocean. At this locality, temperature and salinity decrease from the 
surface down to 1 km depth, temperature stays constant while salinity 
increases from 1 to 2 km, and then both decrease from 2 to 4 km. Water 
samples that fall close to each other in temperature-salinity space often 
share a common history (from online course notes for Climate System, 
Columbia University, http://eesc.columbia.edu/courses/ees/climate/
lectures/o_strat.html).

Insights from the Cognitive Science Literature—
Spatialization

Lakoff and Johnson (2003) offered an experientialist account 
of human understanding, as an alternative to objectivism and sub-
jectivism. They argued that the human conceptual system is meta-
phorical in nature; in other words, we tend to understand something 
new in terms of something else, something grounded in our expe-
riences in the physical and cultural environments. We constantly 
interact with space, and so, according to Lakoff and Johnson, spa-
tialization metaphors are one of our essential ways of understanding. 
For example, the “more is up” metaphor (e.g., my income rose/fell 
last year) builds upon the physical basis that “if you add more of a 
substance or of physical objects to a container or pile, the level goes 
up” (p. 16). Related “up” metaphors are “future is up” (e.g., What’s 
coming up this week?), “good is up” (e.g., he does high-quality 
work), and “virtue is up” (e.g., she has high standards), which are 
based on different aspects of physical and cultural experiences. In 
this view, use of space for depicting nonspatial parameters, such as 
those discussed in the previous section, is in line with human under-
standing of phenomena in general. Using a geoscience example, the 
geologic time scale, which shows the chronological history of Earth 
starting from the bottom (pre-Archean) to the top (present), may be 
conceived of as an analogy of rock layers, as younger strata settled 
on top of older strata through time.

Siegel and White (1975) discuss humans’ tendency to transform 
nonspatial domains of human experience into a pattern or picture 
by a spatial interpretation or representation. They provide examples 
where this spatialization of nonspatial information seems to facili-
tate memory, retrieval of remembered information, and solution of 
reasoning problems. In Siegel and White’s discussion and exam-
ples, the spatialization of nonspatial information is entirely a mental 
operation, whereas in our geoscience examples, the geoscientist 
often makes an external representation (e.g., a graph or sketch) in 
which the two dimensions of the paper or computer screen parallel 
the inherently nonspatial “dimensions” of the data.

CONCLUDING REMARKS

Synthesis: What is “Thinking Spatially” in the 
Geosciences?

From our discussion of geoscientists’ tasks, spatial think-
ing in the geosciences can be summarized as follows:

1.  observing, describing, recording, classifying, recog-
nizing, remembering, and communicating the two- or 
three-dimensional shape, internal structure, orientation 
and/or position of objects, properties, or processes;

2.  mentally manipulating those shapes, structures, orienta-
tions, or positions, for example, by rotation, translation, 
deformation, or partial removal;

3.  making interpretations about what caused the objects, 
properties, or processes to have those particular shapes, 
structures, orientations, or positions;
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4.  making predictions about the consequences or implica-
tions of the observed shapes, internal structures, orien-
tations, and positions; and

5.  using spatial-thinking strategies as a shortcut, metaphor, 
or mental crutch to think about processes or properties 
that are distributed across some dimension other than 
distance-space.

Questions for Future Work

Although we have found many fascinating areas of over-
lapping interests between the domains of geoscience and cogni-
tive science, there are many questions that remain incompletely 
answered or completely unaddressed. In addition to the finer-
granularity questions we discussed above, broader questions 
include:

1.  Concerning explanatory schemata: By what steps do geo-
science novices learn to use the schemata that will enable 
them to ascribe meaning to spatial patterns, and how can 
that process be facilitated by geoscience educators? By 
what process do geoscientists working at the frontiers of 
knowledge develop new schemata? How are erroneous 
schemata replaced?

2.  Concerning evolutionary psychology: The objects of 
interest to earth and environmental scientists are the same 
objects that were of life-and-death importance in the lives 
of ancestral humans (landforms, bodies of water, rocks, 
plants, animals). How has the way that the human brain 
thinks about the Earth and environment been shaped by 
the evolutionary pressures on our Pleistocene hunter-gath-
erer ancestors?

3.  Concerning synthesis: How does the expert geoscientist 
integrate and synthesize spatial observations into a coher-
ent whole, going from often fragmentary and ambiguous 
local observations, to a regional or global synthesis of 
observations, and then to a testable hypothesis about for-
mative processes?
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