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Abstract

The formal spedficaion d spatia objeds and spatial relationsis at the wre of geographic data
exchange and interoperability for GIS. It is necessary that the representation d such oljeds and
relations comes close to hov people use them in their everyday lives, i.e, that these
spedficdions are built upon eements of human spatial cogntion. Image schemata have been
suggested as highly abstrad and structured mental patterns to capture spatial and similar physicd
as well as metaphaicd relations between oljeds in the experiential world. We aaume that
image-schematic detail s for large-scae (geographic) space ae potentialy different from image-
schematic detail s for small-scde (table-top) space This paper reviews methods for the formal
description d spatial relations and integrates them in a cdegorica view. We give examples of
image-schematic spedficaions for large-scde (PATH) and small-scde (CONTAINER,
SURFACE) space Such spedficaions doud provide afoundiation for further reseach on
formali zing elements of human spatial cognition for interoperability in GIS.

1 Introduction

Exchange of data between GIS and interoperability of different vendas' GIS software ae topics
of enormous pradicd interest (Buehler and McKee 1996. Unambiguous definitions are & the
core of any effort to adchieve the necessry standardizaion that allows data exchange and
cooperation o different GIS.



Standardization d tednicd terms and the fundamental concepts necessary to make
computers interad is mostly adieved o can be adieved with current tods. The astrad
behavior of computerized systems can be spedfied in aformal language and it requires then the
cheding d the cmpliance of the target computer system—which is by definition also a formal
system—with the dstrad formal system. This problem is not particular for GIS but general for
al computer system standardization. The difficulties are of a pradicd nature and related to the
ladk of formal definition d most current computer languages, commercia interests in
maintaining incompatible systems, and the rapid development compounded with legacy systems.

The eonamicdly important and scientificdly challenging questionisto describe the
meaning d GIS data in terms of the red world, i.e., the so-cdled ”semantics problem.” W hat
doesit meanthat "P 271" isapaint, ”343” aland parcd, that building”Al” ison parcd "343”",
A-town is on the B-river etc., and haw is this meaning communicated between systems. The
naive ssaumption that a "rose is arose is arose” (Gertrude Stein) is obviously na corred: the
definitions of simple geographic properties differ from country to courtry, despite rrespondng
names (Chevallier 1981,Mark 1993,Kuhn 1994.

Image schemata describe high-level, abstrad structures of common situations, most
of them expressng spatia relations (Johrson 1987. Image schemata (Johnson 1987, L akoff
1987 are the fundamental experiential elements from which spatial meaning is constructed, bu
so far image schemata have mostly resisted formal descriptions. This paper shows exemplar
formalizaions of image schemata important in the geographic context (PATH) and in table-top
space(CONTAINER, SURFACE). Thisinvestigation is, therefore, part of the quest for naive or
commonsense physics (Hayes 1978, Hayes 1985, Hoblbs and Moore 1985 and in particular for
"Naive Geography’ (Egenhder and Mark 1995.

The next sedion argues why the formalization d spatia relations in geographic
spaceis crucial for further advances in the standardization and interoperability of GIS. In Sedion
3 the spedficaion d image schematais discussed and Sedion 4 dscribes methods to formalize
image schemata. Sedion 5 gves a omprehensive method—bult uponlingustics—to discover
and formally describe image schemata. Sedion 6 explains exemplar image schemata for
geographic and table-top space (i.e., PATH, CONTAINER, SURFACE) and pesents ther
formalizaions. Sedion 7 pesents conclusions, discusses open questions, and suggests diredions
for further reseach.



2 Formalizing Spatial Meaning

The spatial domain—in which GIS fads are situated—is fundamental for human living and ore
of the magor sources for human experience (Barrow 1992. Human language exploits the
communality of spatial experience anong people and wes gatial situations metaphaicdly to
structure purely abstrad situations in order to communicae them (Lakoff and Johrson 1980,
Johrson 1987. The formalization d spatia relations has, therefore, been an adive aea of
reseach at least since 1989(Mark et al. 1995.

Topdogicd relations between simply conneded regions were treaed in (Egenhder
1989 and extensive work has followed from this (Egenhder 1994). Metric relations between
point-like objeds, espedally cadina diredions (Frank 1991b, Frank 1991, Freksa 1991,
Hernandez 1991) and approximate distances (Frank 1992,Hernandez et al. 1995, Frank 1996K)
were discussed. Other efforts dedt with orderings among configurations of points (Schlieder
1995 and formal descriptions of terrain and relations in terrain (Frank et al. 1989, bu formal
methods were dso used to formally describe the working o administrative systems (e.g.,
cadastre (Frank 199&)). Lingusts have made systematic dforts to clarify the meaning d spatia
prepositions (Herskovits 1986, Lakoff 1987, Herskovits 1997). However, it remains an open
guestion hav to combine these interesting results within a uniform system and to apply them
systematicdly to ather examples.

The spedficaion d spatial relations is of grea pradicd interest to define spatial
relations in spatial query languages unambiguously; the arrent plethora of propacsals for spatial
relations to complete database query langueges is useless unless the relations are formally
spedfied (which is the cae for the standard relations in SQL) (Egenhder 1992. The formal
properties are the base for query optimization. Image schemata ae mnsidered goodcandidates as
afoundition for the formal definition d spatial relations. Kuhn has pointed ou the importance of
image schemata & a tod to buld "natura” (i.e., cogntively sound user interfaces for GIS
(Kuhnand Frank 1991,Kuhn 1993.

3 Specification of Image Schemata

Johrson (1987 proposes that people use reaurring, imaginative patterns—so-cadled image
schemata—to comprehend and structure their experiences while moving throughand interading
with their environment. Image schemata ae suppased to be pervasive, well-defined, and full of
sufficient internal structure to constrain people’s understanding and reasoning. They are more



abstrad than mental pictures and lessabstrad than logicd structures because they are constantly
operating in people’s minds while people ae experiencing the world (Kuhnand Frank 1991). An
image schema can, therefore, be seen as a very generic, maybe universal, and abstrad structure
that helps people to establish a cnredion between dfferent experiences that have this same
reaurring structure in common.

3.1  Previous Forma Description d Image Schemata

Despite dforts, successin spedfying spatial image schemata has been limited. An ealy paper
(Kuhn and Frank 199) gave dgebraic definitions for the CONTAINER ("in") and SURFACE
("on") schemata for a discusson d user interface design. At the level of detall and for the
purpase of the paper, the two spedficaions were isomorphic. A recent effort by Rodriguez and
Egenhder (1997 introduced more operations and dff erentiated the CONTAINER schema from
the SURFACE schema for small-scde space using operations such as remove, jerk, and has-
_contact, and compared the gplicaion to ojeds in small-scde and large-scde (geographic)
space Raubal et al. (1997 presented a methoddogy hbased on image schemata to structure
people s wayfinding tasks. Image schemata were represented in the form of predicaes in which
the predicae name referred to the image schema and the agument(s) referred to the objed(s)
invaved in the image schema (see &so Raubal 1997).

In areceant paper (Frank 1999 formal descriptions for the small-scde-spaceimage-
schemata CONTAINER, SURFACE, and LINK were given and some of the methoddogicd
difficulties reviewed. The large-scd e-spaceimage-schemata LOCATION, PATH, REGION, and
BOUNDARY weretreaed in (Frank and Raubal 1999.

3.2  Déefinition d the Concept of an Image Schema

The oncept of image schemata is nat well-defined in the @gntive and lingustic literature
(Lakoff and Johrson 1980,Johnson 1987,Lakoff 1987). Reseachers in the past have used a
working dfinition that implied that image schemata describe spatial (and similar physicd)
relations between oljeds. Most have mncentrated on spatial prepositions like “in”, “on”, etc.
and asumed that these relate diredly to the image schemata (Freundschuh and Sharma 1996,
Raubal et al. 1997,Raubal 1997).

Image schemata ae seen as fundamental and independent of the type of space ad
spatial experience But a single schema can appea in multiple, closely related situations. For
example, “in” is used for a bowl of fruit (“Der Apfel ist in der Schale”—"“The gple isin the
fruit bowl.”), bu aso for closed containers (“Das Geld ist im Beutel.”—"The money is in the
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purse.”). “Prototype dfeds’ as described by Rosch (1973, 1973b,1978 also sean to apply. For
example, different levels of detail can be seleded to describe the same image schema.

3.3  Language Dependence of Particular Image Schemata

It is posgble that image schemata provide language-independent building Hocks for structure
and dfferent languages may combine the building Hocks differently; the list of image schemata
overlaps with Wierzbicka's list of universal language primes (Wierzbicka 1996. The obvious
diff erences between languages are one important point in the ailtural difference that hinders the
use of GIS (Campari and Frank 1995 and the problem is further aggravated by regional
diff erences within alanguage.

4 Methods to Formalize lmage Schemata

4.1 Predicae Calculus

Lakoff (1987 gives adefinition d the CONTAINER schema using predicate cdculus. In theory,
predicate cdculus has all the expressve power necessary, bu it is pradicdly limited by the
frame problem, which makes sucanct definition for changes impossble (Hayes 1977,McCarthy
1985. McCarthy (1980, 1985 propased situation cdculus with circumscription as an extension
of thelogicd theory to overcome this limitation.

4.2 Relations Calculus

The behavior of topdogicd relations (Egenhder 1994, Papadias and Sellis 1994, bu aso
cadinal diredions and approximate distances (Herndndez et al. 1995,Freksa 1991, Frank 1992,
Frank 19960 can be analyzed using the relations cdculus (Schroeder 1895, Tarski 1941,
Maddux 199). Properties of relations are described as the outcome of the combination (the *;”

operator) of two relations. The description abstrads away the individuals related (in comparison
to the predicae cdculus) and gves a simple dgebra over relations. This leals to succinct and
easy-to-real tables, aslongasthe cwmbination d only afew relationsis considered.

a(R9c=aRband b8
for example: North; NorthEast = {North or NorthEast}
med;inside = {inside, covered, overlap}



4.3 Functions

Functions are more gpropriate to cagpture the semantics of image schemata with resped to
operations. Relation compasition is replacal by function compasition (the “.” operator). In order
to use this notation flexibly, a “curried” form of function writing must be used (Bird and Wadler

1988,Bird and Moor 1997).

f.g () =f(g ().

Function composition can be described bytables as well, bu these grow even faster than relation
composition tables. Axiomatic descriptions as algebras are more cmmpad but also more difficult
torea.

4.4 Model Based

A model of the scene is constructed and wsed for reasoning (there is osme evidence that this is
also ore of the methods humans apply (Knauff et al. 19993). A fundamental set of operations to
construct any pcssble state of the model and a sufficient number of “observe” operations to
differentiate any o these states are provided. In addition, more @mplex operations can be
constructed using the given operations.

The simplest moddl is to use the anstructors of the scene diredly and to represent
ead scene & the sequence of constructors which creaed it (Rodriguez 1997). This gives a
(posshbly exeautable) model for functional or relation aiented description.

Such models can be ontologicd—modeling some subset of the existing world—or
they can be eoistemologicd—modeling exclusively the human conceptualizaion o the world.
More than ore gistemologicd view can follow from an ortologicd model.

45 ToosUsed

Formal spedficaions written and chedked oy by human minds must be regarded with grea
skepticism: humans are not particularly apt in finding errors in formal descriptions. For effedive
work, formal (computerized) tools must be used. Two types have been used: Logic-based
langueges (e.g., Prolog (Clocksin and Méllish 1981), used for the definition o spatial
terminology (Frank et al. 1986 and for spatial relations caculus (Egenhder 1989. Logic-based
systems must use “extralogicd” operations when change is considered (assert and retract in
Prolog). Recently, functional languages (Bird and Wadler 1988 have been advocaed (Frank
1994, Kuhnand Frank 1997, espedally Haskell (Peterson et al. 1997 and Gofer (Jones 1991,



Jones 1994). Allegories (a spedal kind d caegories) provide the theoreticd structure to unfy
the two approaches (Bird and Moor 1997).

5 A Linguistic Method to Discover and Describe | mage Schemata

Mark and Frank (1996 showed hawv image schemata can be deduced from natural-language
expressons describing geographic situations. The image schema that has been in the spe&ker’s
mind while making a statement can be inferred from the preposition (e.g., in, on, uner) used
(Mark 1989. The same gproad was aso used by Freundschuh and Sharma (1996, Raubal et
al. (1997, and Frank (1998. A number of restrictions and assumptions are necessary to make
progresswith this line of investigation:

5.1  Operationa Definition o Image Schemata

As an operational definition d image schemata we cnsider spatial situations as image schemata
if they can be used as a source domain for metapharicd transfer to some target domain; this
demonstrates that a cmmonly understood structural content, that is independent of the speafic
situation, exists.

5.2  Assumption d Polysemy

A single word may have multi ple meanings (e.g., the English word " spring’ can be the verb "to
jump”, aseason, asource, etc.). We asume that paysemy helps to initially separate what are
potentialy different meanings of a word for formalizaion. If the meanings are the same dter
formal descriptionisadiieved, the aumed pdysemy can be dropped.

5.3  Exclusion d Partial Spatial Relations

Spatial relations may be partial: a pen may be partially ona shed of paper, a aty partialy in ore,
partialy in ancther state or country (e.g., Niagara Fallsis a aty bath in Canada and the U.S.A)).
At the present time such situations are excluded from consideration and their anaysis is
postpored. Ongang work by Egenhder (Rashid et al. 1998 to dfferentiate situations with the
same topdogy by metric measures charaderizing the degree of overlap etc. may answer these
guestions.



5.4 Restrictionto aSingleLevel of Detall and Abstradion

The level of abstradion dffers depending onthe requirements of the situation (Timpf et al. 1992,
Voisard and Schweppe 1994, Voisard and Schweppe 1997). These multiple levels of detall play
an espedally important part in geographic space ad make the spedficaion d image schemata
difficult. Level of detaill may be spatial subdvision, may be the mnsideration d additional rules,
or may be the subdvision d caegories into subcaegories (Jordan et al. 1998, Giunchiglia and
Walsh 1993. All these dfeds are excluded from this investigation.

5.5 Different image-schematic detail s for geographic and table-top spaces

We aaume that image-schematic detail s for geographic space ae separate from image-schematic
details for small-scde space (Montello 1993, Couclelis 1992. Some of Johrson's (1987
suggested image schemata use terminology from geographic space(e.g., PATH), others suggest
that the same image schema (e.g., SURFACE) is used for different types of spaces. If the same

terminologyis used, we asume here—for methoddogicd reassons—palysemy.

5.6 Concentration ona Single Language and Epistemology

The examples given here ae in German (with English trandations) as thisis the aithors native
language; the results can be compared with the English language situation and some diff erences
observed (Herskovits 1986, Montello 1995. The language examples are the driving force here
andthe aoncentrationis onthe gistemology.

6 Formal Specifications of Image Schemata for L arge-Scale and Small-Scale Space

This ®dion shows examples of image-schematic formalizaions for geographic and table-top
space

6.1 Exampleof Formal Image-Schematic Spedficaionfor Large-Scde Space
The subset of redity considered here mnsists of some geographic-spaceobjeds plus the

immediate relations between them. Our example focuses on the path schema: A PATH conreds
locaions and consists of a starting pant, an endpant and a cnredion between them, as defined
in (Johrson 1987.

Geographic spaceisrich in derived spatia relations and orly when we cnsider the

movement of persons in the landscape precondtions and changes in the scene—of which the
person is part of—must be discussed. The relations among geographic objeds are static and can,
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therefore, be formalized with predicae cdculus. For ead gven relation, a onverse relation
exists. Relations are written in a prefix naation (similar to a predicate). Path (a, b) means there
exists a path from ato b. This world is closed in the logicd sense (Reiter 1984): everything is
known abou the scene and what is nat known can be asumed to be false. In particular, there ae
no unknavn oljeds, al obeds have different names, and all relations are known or inferred
from the image schemata. Thisisall typicdly nat the cae in natural human dscourse.

6.1.1 Location andRelations between Places

A path conreds places. We differentiate between the simple “dired path” and the “indirea
path”, which consists of a sequence of “dired paths.” At this level, different types of paths are
not differentiated (i.e., no @rticulars of railways, highways, etc. are cnsidered).

A dired path conreds locations diredly, withou any intervening location (at the
level of detail considered). A dired path hes a start and an end location (Figure 1a). At this level
of detail there is no reed to model path as an oljed, just as arelation between two places (path

(a, b)).

Es gibt einen Weg von Wien nach Baden.
Thereisa pah from Viennato Baden.

For this environment (but not for a dty with oreeway streds) the path relation is symmetric
(Figure 1b):

path (a, b) <=> path (b, a)

O » O

o< > O

Figure 1a,b: Dired path and symmetry of path relation.

Path isits own converse relation:

Du kannst von Baden nach Wien fahren und an Abend wieder zuriick
You can divefrom Baden to Vienna, and bakin the evaing.

conv (path (a, b)) = path (b, a) = path (a, b)
It is derived from a nonredundant base relation as the symmetric completion.

Anindired (transitive) path (ind-path) conneds two locations througha sequence of
dired-path-relations, such that the end locaion d one dired path is the start locaion d the next
path (Figure 2).

ind-path (a,b) = [path (a, al) & path (a1, a2) & path (a2, ..) & ... & path(...,bn) & path (bn, b)]
conv (ind-path) = ind-path



Figure 2: Indired path.

The indired path is derived using transitive dosure. The detail s of the dgorithm are
particular to ded with cyclic and kb-diredional graphs as formed by path networks and well
known as dortest path algorithm (Dijkstra 1959, Sedgewick 1983.

6.1.2 Persons (and Other Autonamous and Movahle Objeds)

Persons move to places and are then “in” the place unlessthey move further:

Er ist nach Gyor gefahren, jetzt wartet er dort auf dich.
He went to Gydr, now he is waiti ng there for you.

scene? = move (placel, scenel) => isln (place?, scene?)
If apersonis found“in’ placepl at time tl and dacep2 at time t2 ore can deduce amove
(Figure 3):

Smonwar letzte Woche in der Seiermark, jetzt ist er wieder in Wien.— st er am Samstag ocer am
Sonnag nach Hause gefahren?

Last weekSmonwasin Syria, now heisbackin Vienna—Did he drivehome on Saurday or Sundg?—
(moveinferred in the time in-between)

O
O O :>o

Figure 3: Move.

To move requires for a person some precndtions, urestablishes (retrads) some fads, and

establi shes new fads:
move(p, &, b): in (p, a) & path (a, b)
unestablish (in (p, &)), establish (in (p, b))
A person canna move from one placeto ancther unlessthere is a path:

Du kanrst von Baden nicht direkt nach Shwedat fahren, du musg Giber Wien fahren.
You cannda drivediredly from Baden to Shwedhat, you haveto gothroughVienna

If the personis at an urspedfied locaion within aregion, then it is only required that there is a
path from every locaionin this regionto the target.
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6.1.3 Formal Exeatable Mode

A formal, exeautable model for a mmplete set of relations has been written in a functional
programming language. The difficulties of coding have mostly to do with finding consistent
conventions to name dl the relations. Most rules can be written as equations between relations
and relation transforming functions (i.e.,, pant-free in the cdegoricd sense (Bird and Moor
1997) and the formulae ae valid for any scene.

6.2 Exampleof Forma Image-Schematic Spedficationfor Small-Scde Space

In the seand case study—table-top space—we @ncentrate on the dfordability of movement.
Again, for ead relation we have a onverse (a (conv Rel) b = b Rel a). The spatia relations and
their converses are interpreted as Bodean functions fRel (a, b) -> Bod, or functions which return
for an ohjed the relatum fRel (a) -> b = a Rel b. We say that an oljed participates in a spatia
relation Rel if the arrespondng fRel returns an oljed (thisisequivaent to 7 b: a Rel b).
We mnsider the following image schemata for small-scde (table-top) space

e CONTAINER: A CONTAINER has an inside, an outside, and a boundary.

e SURFACE: The SURFACE schema is used to describe the support of objects.

We focus on the cmmonsense spatia reasoning conclusions from the relations “in”
(CONTAINER) and “auf” (SURFACE) between an ohjed and a relatum, and the operations to
establi sh such relations (movel n, moveAur).

6.2.1 “In” Blocks Target of Movement
An oljed canna be moved to a target if this is alrealy in another objed (Figure 4). This is
justified by situations as:

x'in'y (in scene) => blocked (movezinto x (in scene))

Du musd den Beutel zuerst aus der Tasche nehmen, bevor du de Miinze hineingeben kannst.
You must take the purse out of the pocke to pu the min in.
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Figure 4: Cube is in box. Not permit: paste label on cube.

6.2.2 Cornverse of “ auf” Blocks Objed of Movement

“Auf” blocks the movement of the suppating oljed (Figure 5). It canna be moved uressthe
objed “auf” it isremoved.
x 'auf' y (in scene) => blocked (move yin scene)

Teller undGlaser sind auf dem Tisch. Wir miissen den Tisch zuerst abréumen,
bevor wir ihn au die andere Seite des Zimmers bringen kénren.

Plates and dasss are onthe table. We haveto removeall objeds fromthetable,
before we caan moveit to the other side of the room.

Ll

/]

\/
< >

Figure 5: Cube is on (auf) box. Not possible: move box.

6.2.3 Formal Model
A function compaosition model can be @nstructed and the rules listed are diredly coded. The

central operation “move” for one example given with the aguments: relation type, ojed, target,

sceneis hown below;

movei abs=

if fRel’Inbs  --rule7.2: in blocks target of movement
then error ("in blocked: already in")

movei abs
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7 Conclusions, Open Questions, and Future Work

Formal descriptions of spatial relations as encountered in everyday life ae very important for
GIS. They can be used to formaly define query language predicates and to optimize the
exeaution d spatial queries. They are aucia for the spedficaion d spatial data exchange
formats and GI S interoperability standards.

Most previous efforts to analyze spatial relations have used relation cdculus and
have ancentrated on spatial relations which are anenable to this treament. The extension o
relation cdculus to a function cdculus is discussed here, linking two previously unconreded
tods. The two todls are not as different and their conceptual merging is in category theory (Barr
and Wells 1990, Herring et al. 1990, Asperti and Longo 1991,Walters 1991). Function
compasition tables can be used similarly to relation compasition tables; they show patterns
which can then be sucanctly formulated as rules.

In this paper we goplied alingustic method kased on pepositions to describe image
schemata. We showed examples for large-scde and small-scde space ad pesented them in a
formal way. With this approach the cmmmon-sense knowledge @dou the environment considered
is captured in astrongset of implications following from individual relations.

Many open questions gill remain and shoud be mnsidered for further reseach:

7.1 Methoddogicd

The method wsed here is borrowed from lingustics. For lingustic demonstrations, a single
utterance which is accetable by a native spedker is aufficient to demonstrate the existence of a
construct. Isasingle mmmonsense reasoning chain as given here sufficient? It documents that at
least one situation exists where the suggested spatial inference is made—thus it demonstrates at
least one aped of a spatia relation in (one human’'s) cogntion. In order to verify the
universality of such spatial inference medianisms, extended human subjeds testing among
people with diff erent native languages is needed.

7.2  Language-Independent Primitives

Can language-independent primitives be identified (in the sense of Wierzbicka (1996)7?
Investigation d the same domain by reseachers with dfferent mother tongues would be
necessry (or at least a wlledion o the related natural language descriptions). For the domains
and examples here, the spatial inferences are dso corred in the trandations, but the use of spatial
prepositions differ between German and Engli sh.
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7.3 Relation Between Relations and Functions

The use of category theory to establish a ammon theoreticd groundfor a relation (static) view
and a function (dynamic) view is new and must be further explored. A category can be
constructed over bath functions and relations (Bird and Moor 1997). It is also possble to map
relations into functions (aRb --> f (a,b) : Bodl) and functionsinto arelation (f (a):: b --> aRb) as
was used here. Certain formali zions sem to be eaier in the one, othersin the other.

In any case, the formulaemust be interpreted with resped to an “environment” of the
fads (we used the term “scene”). Functions like “move” change the scene. We aurrently
experiment with monads—a device from caegory theory—to have the environment implicit in
the formulae and, therefore, reduce the complexity of formalization (Wadler 1997, Liang et al.
1995.

7.4 Composition and Interadion d Image Schemata

The combination d multiple image schemata and the interadion o image schemata with ojed’s
properties must be further explored. For an ohjed to move dong a path, it must be of the
appropriate kind (only trains run aong railway lines, cars canna follow a foat path, etc., and
similar restrictions apply in ather cases). Possbly, the aurrent approach trying to capture image
schemata with the definition o spatial prepositions is too limited. Raubal et al. (1997 used
prepositions and semantic conndation to investigate superimpasitions of image schemata.
Another interesting approach is to look at aff ordances. Affordances seem to be dosely related to
image schemata becaise baoth of these mncepts help people to understand a spatial situation in
order to know what to do (Gibson 1979. Affordances might be operational building Hocks of
image schemata but further research in this areais needed (Jordan et al. 1999.

7.5  Arelmage Schemata the Small est Constituent Parts of Spatial Cogrition?

Are image schemata the @oms of spatial cognition a are there smaller semantic units from
which image schemata can be cmposed? It appeas as if these were smaller pieces from which
the more complex image schemata could be built, but one @muld aso argue that these ae the
image schemata proper.
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