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a b s t r a c t

In this study, we propose a method to estimate the mean annual energy production of a wind farm with a
Geographic Information System (GIS). GIS allows for spatial modeling in many fields and has recently
been applied in the field of renewable energy. The geographic features of a wind park are represented
using spatial data such as topography, land cover, and wind resource. Wind resource layers contain data
of the 16 wind directions, in which the wind rose is divided, including the frequency of the wind direc-
tion, the mean annual wind speed and the annual Weibull parameters k and C) estimated at 50 m height.
The wind turbines are represented by points including information about the roughness of the surround-
ing terrain. Roughness is calculated within a GIS process that models the variation of the land cover over
the year around the wind turbine position. The mean annual energy production is calculated coupling the
technical characteristics of the wind turbines models with the wind resource. In addition, the wake effect
between wind turbines has been included. A parameter called ‘‘reduced efficiency coefficient’’ has been
introduced to assess the impact of the layout of wind farm on the annual energy production in respect to
the change of the wind direction. The reduced efficiency coefficient shows that relatively regular wind
farm layouts designed for exploiting the wind speed blowing from the prevailing wind direction can
cause significant energy losses. In particular, when the wind comes from directions perpendicular to
the prevailing one, the wind turbines waste up to 60% of the available energy. The method has been
tested, comparing the actual annual energy production of four wind farms in Kansas (U.S.) with the esti-
mated mean annual energy production. The validation demonstrated an average underestimation of
3.56% of the annual energy production and an average underestimation of 1.11% of the capacity factor.
The results are encouraging and the developed process enables the quantification of the annual energy
production with low uncertainties.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

With the depletion of conventional sources and the increase of
global warming, RES have attracted the interest and a more and
more significant mass of investments. Among all RES, wind energy
has had a growth of 27% in the last five years for a total installed
capacity of 230 GW at the end of 2011 [1] with an overall turnover
of 50 billion Euro [2].

In order to improve the reliability and thus reduce the uncer-
tainties in investments in the wind energy industry, several efforts
have been made in fields such as the improvement of WT effi-
ciency, the development of methods to predict the wind resource
and to estimate the wind AEP. With respect to the estimate of
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Nomenclature

Abbreviation
AEP annual energy production
AGL above ground level
ASL above sea level
DEM digital elevation model
GIS Geographic Information System
GW gigawatt
NREL National Renewable Energy Laboratory
PPA power purchase agreement
RES renewable energy sources
RIX ruggedness index
WT(s) wind turbine(s)

Symbols
a induction factor of a WT
a constant characteristic of the wake expansion
A area rotor
Ao overlapping area between wake of the WTi and WTk ro-

tor
Aw area wake
b constant characteristic of the wake expansion
C Weibull Scale coefficient
Cp power coefficient
Ct thrust coefficient
CF capacity factor
c availability factor
D difference
DLD distance between two WTs along the wind direction
DHD distance between two WTs perpendicular to the wind

direction
Dz difference of the elevation of two WTs rotors
D rotor diameter (m)
DW distance between the center of the WT rotor and the

wake
e electrical and mechanical losses
u angle of the wind direction with respect to the reference
H hub height (m)
Href reference height at which the wind speed is known (m)
K Weibull Shape factor at the hub height
k ratio of the distance xi between two WTs to the D
l frequency

n number of sectors of the wind rose
n30 number of raster cells in a given area with a slope larger

than 30%
nall total number of raster cells in the area
P power output of a WT
r radius
REC reduced efficiency coefficient
RIXwt RIX value at the wind turbine location
RIXm RIX value at the measurement station
u wind direction
U wind speed
ucut-in wind speed at which a WT starts producing electricity
ucut-off wind speed at which a WT stops producing electricity
�uH wind speed at the hub height (m/s)
�uref wind speed at the reference height (m/s)
�ui undisturbed inlet wind speed velocity
�uk inlet wind speed at the WT in downstream
�uik velocity of the wake approaching the WTk

urated wind speed at which a WT reaches the maximum power
output

z WT rotor elevation
z0 terrain roughness

Subscript
a at the hub height
Actual actual AEP
Avail availability
Cut-in cut-in wind speed of a WT
Cut-off cut-off wind speed of a WT
Ref reference height at which the wind data are known
i i-WT in upstream
j number of WT of a wind energy project
loss losses
k k-WT in downstream
m measurement location
predicted predicted AEP
rated rated wind speed
ww with wake included
w/w without wake
WT wind turbine
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the energy production, different models have been developed both
for short-term and long-term assessments using statistical and
physical approaches.

In this research a method for predicting the AEP of wind farms
using a GIS platform has been developed using a physical
approach.

A review of previous work is presented in Section 2; in Section 3
the discussion continues with the methodology applied in this pro-
cess and the characteristics of the data used. Section 4 describes
the workflow and in Section 5, the case studies and conclusions
are presented.
2. Literature review

Both short-term and long-term energy production estimates are
the most important factors that impact the performances, manage-
ment and profitability of a wind energy project, therefore signifi-
cant work has been done in the last decades in order to reduce
their uncertainties and improve their reliability. The energy pro-
duction depends on the wind speed prediction and the estimate
of different losses due to the wake effect, mechanical performances
of the equipment etc. The wind speed profile is influenced by mul-
tiple local obstacles such as topography and land cover and usually
varies with height. In addition, the interaction between WTs gener-
ates losses and thus further uncertainties in estimating the energy
generation. Existing models focus both on the estimate of the wind
resource and the energy production of wind farms. The models to
estimate the wind energy generation can be divided into two main
groups: physical and statistical models. Previous work has widely
analyzed and compared these two methods aimed to predict the
short- and long-term wind power energy [3] with the scope of
identifying which one performs best. The conclusion is that some
models are good for short-term predictions while others are more
reliable and accurate for long-term predictions. The study finally
suggests to develop new technics that adopt more advanced math-
ematical-based approaches, to combine different physical and sta-
tistical models for both in long- and short-term prediction and,
finally, to test them on practical applications. A similar study has
been carried out to create a benchmark of different models and
assessing the uncertainty of the short-term predictions [4]. In other
research studies high resolution regional atmospheric systems
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have been combined with statistical post-processes in order to
improve the accuracy when estimating the short-term wind speed
and the wind power at the wind farm location over two areas in
Greece [5].

The short-term power predictions (ranging from 1 h up to 72 h)
are useful for power system planning, electricity dispatching and
trading. The long-term predictions (ranging from months up to
years) are useful for planning wind energy projects and prospect-
ing. The work presented in this paper addresses the latter case
and in particular the estimate of the AEP using the spatial distribu-
tion of the long-term wind speed estimated through long-term
observations and integrated in a GIS platform. The spatial wind
speed data are represented using GIS vector or raster data.

Initial studies to estimate the AEP of wind farms were simple
models based on theoretical assumptions about the WTs and wind
characteristics. Probabilistic models of a wind farm have been
developed [6] to address the reliability issues considering the
stochastic nature of the wind, failure and repair process of wind
turbines under certain wind regimes. Biswas et al. [7] proposed a
simplified statistical technique for computing the annual energy
generation using 12 input variables as input parameters. Assump-
tions such as 100% availability of the WTs and the theoretical value
of the cut-in wind speed are used but they increase the uncertain-
ties in the estimates. With the development of computational tools
and techniques further methods have been implemented and
applied.

Other studies in the last decades showed how monthly and
annual energy production are calculated by coupling the WT
characteristics with the Weibull distribution that describes the
wind speed distribution over a given time period in one defined
location [8] or over a large region [9]. The Weibull distribution
is widely used to describe the wind speed pattern at a given site:
it is a special case of the Pearson Type III or generalized gamma
distribution characterized by two parameters as input data
[10,11]. The parameters of the Weibull distribution are used in
international standard procedures [12] and estimated using mete-
orological measurements by applying different statistical method-
ologies [13] such maximum likelihood, least squares, and method
of moments in order to calculate the energy production of wind
farms.

Other studies used the same distribution in order to match the
WTs with the wind regime at a given site [14] or to estimate the
energy potential in a specific location as discussed by Ahmed in
[15] for the area close to Hurghada or in different locations in Tur-
key as demonstrated by Ucar and Balo in [16]. The monthly energy
production has been assessed in other studies using three different
methodologies [17]: using hourly resolution wind data, monthly
wind velocity coupled with the theoretical power curve of WTs
and as third method by a simple linear regression calculated over
the monthly wind speed and wind power pairs. The Weibull distri-
bution has also been integrated in a complex mathematical process
aimed at assessing the uncertainties in the wind energy production
estimate [18].

The friction of the terrain, known as aerodynamic roughness
factor, which affects the wind profile is often represented by a con-
stant that describes the land cover in a given location independent
from the direction and the season [19]. The impact of the rough-
ness on the extrapolation of the wind speed has been addressed
for decades starting with theoretical work [20] and continued by
investigating the mean and gust wind speeds in the transitional
flow regime in inhomogeneous terrains compared to full-scale
measurements [21]. In other work, the assessment of the variation
of z0 by year, month and hour of the day, as well as by wind direc-
tion, using 1 h wind data measurements in different locations [22]
has been investigated for coastal regions. Experimental data were
also conducted over a 3 year period to investigate the impact of
the variation of the aerodynamic roughness length over heteroge-
neous surfaces using roughness elements such as vegetation height
and the leaf area index [23] Further research addressing the anal-
ysis of the wind potential in both limited regions as the canary
Islands [24] and worldwide [25], selected the values of the rough-
ness from tables and used these for extrapolating the wind speed
from the measurement height to the hub height of the WT based
on the land cover surrounding a given location derived by satellite
images.

With the increase of the quality of spatial data, GIS has been
widely used to estimate the potential of RES in large regions: wind,
solar and biomass resources and potential are usually the topics
addressed and about which many studies have been done in the
last decade. Studies in the field of wind energy aimed at carrying
out statistical analyses of the distribution of wind farms in China
[26] or at defining suitable regions for wind energy projects in
large regions such as Tuscany [27] and Switzerland [28] demon-
strated the flexibility of GIS platforms. GIS software was also used
to carry out technical and economic analysis of exploitable lands in
Iowa [29] and showing the impact of the PPA on the change of the
rate of exploitation of a land. In the field of energy policy, GIS has
been used to investigate the effect of different policies to support
wind energy projects [30] in Brazil. A few research studies
addressed the issue of estimating the wind AEP in a given location
using technical specifications of wind characteristics. For example,
GIS software was combined with additional commercial tools for
estimating the AEP [31] of 5 WTs of a potential wind farm located
on the island of Lesvos in Greece. The proposed process coupled
Wind Atlas Analysis and Application Program (WAsP), to estimate
the regional wind resource, with a GIS platform to identify the site.
Nevertheless the process did not take into account the wake effect
and the different elevation of the WTs when estimating the AEP.
Similar studies aimed at estimating the potential of wind energy
potential in India [32], in China [33], on Spanish islands [34], and
in Poland [35] with GIS calculated the AEP of potential wind farms
on suitable land assuming a regular layout and fixed operating
parameters of wind farms such as constant array losses, annual
availability, grid availability factor and transmission losses.

The analysis of the roughness factor is fundamental in order to
determine the parameters of the wind speed (e.g., the Weibull
parameters) when extrapolating at the hub height of the WTs.
These parameters are usually automatically calculated with com-
mercial tools such as WaSP1 or, as mentioned before, mean annual
values for roughness values are conjectured independent of the wind
direction. Terrain roughness has been studied at different scales and
using different methods in order to describe the friction of the
terrain on the wind profile, also using wind speed measurements
at different heights. In order to estimate the AEP, some assumptions
related to the micro-siting are set, such as the mean theoretical
annual roughness factor based on the tables derived by satellite
images such as CORINE [36] (when wind measurements at different
heights are not available) and the losses due to the WTs array.

GIS technology has been widely applied in multiple fields from
spatial modeling and planning in domains such as economy, social
science, planning to physical modeling such as hydrology. In the
wind energy field, no study has yet demonstrated the ability of
GIS when estimating the wind energy generation of wind turbines
including the effect of the roughness and the interaction of WTs
that generates wakes and thus losses. Most of these analyses are
carried out with commercial tools which are not based on GIS
technology.

The aim of our work is to demonstrate that GIS tools enable the
modeling, in a unique workflow, of the roughness factor and the

http://www.wasp.dk/
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integration of physical models of wake effects resulting from the
interaction among WTs. The roughness factor changes as a function
of the wind direction at a given site of a wind energy project and
for each wind turbine in particular in locations where nearby the
land cover is irregular. The time period over a year also implies
different characteristics of the land cover and thus of the rough-
ness factor that have to be taken into account. The integration of
physical models such as the wake effects is the other challenge
presented in this paper as it takes into account both the spatial var-
iation of the roughness and the difference in the elevation of the
WTs sparsely located in a given region. In previous work only
two-dimensional problems have been addressed, while in this
research, in addition to the variation of the elevation, that shifts
the modeling into a three-dimensional problem, the modeling of
the overlapping areas of wakes of each WT for each wind direction
is addressed. The model presented here shows that complex
physical modeling embedded in dedicated tools can be also imple-
mented in a GIS platform which is suitable both for large-scale
analysis and local assessments. This process will be evaluated by
comparing the actual AEP of four wind parks in Kansas (U.S.) to
the predictions. In addition, the uncertainties will be quantified.
Moreover the influence of the WTs layout on the AEP is quantified
by introducing a coefficient that shows the reduced energy produc-
tion as function of the variation of the wind direction.
3. Methodology

The workflow adopted in this work comprises four main steps:
(1) data selection and creation of a geodatabase, (2) modeling of
the terrain roughness, (3) modeling of the wake effect due to the
interaction of WTs, (4) estimation of the AEP and the quantification
of its uncertainties and (5) assessment of the reduced energy pro-
duction due to the wind farm layout and the variation of the wind
direction. These steps are described in detail in the next sections.

The state of Kansas is located in the central part of the Midwest
of the United States; this region encompasses the area from the
Great Lakes to the Rocky Mountains and from North Dakota to
Texas. The region is also characterized by the highest exploitable
wind energy potential in the U.S. according to NREL. Kansas has a
low population density mostly concentrated in a few main cities.
Like the other states of the Midwest, most of the land is used for
agriculture and its topography is composed of flat terrain and
rolling hills in the central-eastern region and low mountains in
western region. Elevation ranges between 207 m and 1232 m ASL.

NREL estimates that Kansas has the 2nd largest exploitable
wind resource potential after Texas [37]. The wind resource is
mainly concentrated in the central-western region with average
annual wind speed higher than 8.5 m/s at 100 m AGL2. Most of
the operating wind energy projects are also located in these regions,
for an overall installed capacity of 2’611 MW at the end of 20123.
3.1. Data and software

The first stage of this work is concerned with the selection of
the GIS data that describe the land features in vector and raster
format. Data such as land cover, administrative boundaries, linear
infrastructures, water bodies, protected areas, DEM and topo-
graphic maps are provided by the Kansas Data Access and Support
Center4 (DASC). The selected DEM has a 10 m resolution.
2 http://www.kansascommerce.com.
3 http://www.kansasenergy.org/wind_projects.htm (last access on 16th January

2013).
4 http://www.kansasgis.org/catalog/index.cfm?help=catalog (last access on 18th

December 2012).
Wind data in GIS format are obtained using a Mesomap system
consisting of an integrated set of atmospheric simulation models,
databases, and computers and storage systems. At the core of
Mesomap is MASS (Mesoscale Atmospheric Simulation System), a
numerical weather model, which simulates the physics of the
atmosphere using long-term wind speed measurements. These
data is provided both in raster and vector format. Vector data
(shapefile with points), containing the necessary wind data, are
used in this study. The wind speed data characteristics have a res-
olution of 2.5 km and are simulated for all 16 sectors in which the
wind rose is divided (Fig. 1). For each sector, data such as mean
annual wind speed, Weibull parameters, and power density at
50 m AGL are provided.

The location of the wind turbines in shapefile format (points)
are available at the DASC webpage and verified using Google Earth.

The data required to describe the terrain roughness at a given
wind farm site are collected in a geodatabase by an automated pro-
cess described in detail in the next sections. The developed process
is realized with ArcMap 10 of the Environmental Systems Research
Institute (ESRI5) ArcGIS software package. ArcGIS provides multiple
geoprocessing tools for vector and raster data that allow the creating
of complex workflows and provides extensive libraries and geopro-
cessing modules to build powerful scripts. Model Builder is then
used to create the workflow.
3.2. Characterization of the terrain roughness and ruggedness

In this stage, a process that models the variation of the terrain
roughness over the year has been developed. It is composed of
three main sub-steps: a pre-processing phase, the estimate of the
roughness and ruggedness (main process) and the generation of
the attribute data containing all the calculated data. The calculated
data are appended to the attribute data of the shapefile represent-
ing the locations of the WTs.

The terrain roughness factor z0 describes the land characteris-
tics and is used as input factor to extrapolate the wind speed from
the measurement heights to the hub height. The extrapolation of
the wind speed to the hub height is carried out with the following
formula [38]:

�uH ¼ �uref � ln
H
z0
= ln

Href

z0
ð1Þ

Multiple studies have been conducted to define the value of z0

[39,40] and show how the wind shear exponent, that depends on
the roughness, changes with the wind direction [41]. The values
of z0 used in this work are reported in Table 1. As the land cover
changes over the year, the z0 value also changes over the year;
for this reason, we conjectured the characteristics of the land cover
in Kansas over the year in order to estimate a more realistic value
of the terrain roughness.

We considered on the one hand the fact that the ground is cov-
ered with snow for a few months and, on the other hand that those
areas used for crop farming are characterized by a different land
cover in the summer. The intermediate steps of the vegetation
growth are also taken into account. This process is modeled and
twelve different raster data sets corresponding to each month are
created to describe the land cover change over the year. For each
WT position, each n sector is assigned a monthly z0 (Fig. 2).

In addition the ruggedness of the terrain is calculated. The rug-
gedness index (RIX) is a parameter that describes the complexity of
the topography of a given region that is steeper than a certain
critical slope (18�) in a circular area of a 7’000 m diameter. If RIX
exceeds 30%, the terrain is considered complex [42,43]. The
5 http://www.esri.com/.
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Fig. 1. Excerpt of the distribution of wind speed points with the data of 16 sectors. In the table, the frequency of the wind direction is highlighted with blue color. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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developed process is designed to assess the AEP also for complex
terrain, thus this parameter will be taken into account. The rugged-
ness index has been also used in previous work in order to improve
the wind power prediction in complex terrain [44]. The analysis of
heterogeneity of the terrain is carried out with GIS software using
the DEM as demonstrated in previous studies [45].

The RIX is calculated using the Raster Algebra function available
in ArcMap with the following formula:

RIX ¼ n30=nall ð2Þ

In case of the measured wind speed data are provided by a
mast, a DRIX is calculated showing the uncertainties when esti-
mating the AEP of WTs.

Then the DRIX [44] is calculated:

DRIX ¼ RIXwt � RIXm ð3Þ

where RIXwt is the ruggedness around the WTi, and RIXm is the rug-
gedness around the meteorological mast.

If: DRIX < 0, then the estimated wind speed is underpredicted.
DRIX > 0, then the estimated wind speed is overpredicted.

This parameter is calculated if the wind speed observations are
not located at the wind energy project site and thus used to adjust
the prediction of the AEP [42]. For the case studies presented in
this paper, the value of the DRIX is zero because of the long-term
estimated wind data measurements are in a dense regular grid that
are close to the WT locations. Therefore the DRIX value has no
impact on the estimate of the AEP.

The monthly and annual values of z0 and the parameters RIX
and DRIX are estimated for each sector, by which the wind rose
is divided. The main process is made up of three steps in which
workflows and subroutines are developed in order to define the
before-mentioned parameters. The computational time depends
on the number of WTs included and the raster data resolution:
for the four case studies it is comprised between 24 and 36 h.

In the final step the outcome of the computation is added to the
attribute table of the shapefile of the WT data points. In addition,
other data, such as the altitude of the WTs, the geographic coordi-
nates (Xi, Yi), the rotor diameter and the hub height, are also included.
3.3. Wake model

The electricity generated by a wind energy project is a function
of a complex interaction of the WTs and in particular dependent on
the generated wake effect, when the wind flows through the



Table 1
Roughness length scale table.

Land cover classes Roughness z0

Lake, sea 0.0001
River 0.0003
Marsh/swamps 0.0005
Bare rock; rubble; pebbles 0.005
Bushes/undergrowth (sparse) 0.016
Lawn 0.02
Natural grassland; pastures 0.04
Vineyard 0.1
Orchard 0.3
Continuous urban fabric 0.5
Bushes/undergrowth (dense) 0.6
Forest (sparse) 0.6
Forest; mixed forest 1

Fig. 2. Example of representation of the roughness value z0 for each WT location in
April.
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blades. The data contained in the attribute table of the shapefile of
the WTs are used.

The process is described in discrete steps. Assuming that the
wind rose is divided into n sectors (corresponding to n different
wind directions), the wake effect and all parameters necessary to
estimate the AEP are evaluated n times.

For each sector, the coordinate system of the WTs is adapted in
a way that the positive x-axis is aligned with the wind direction.
Assuming that the actual coordinates of the WTs are fixed (xi, yi),
a new set of coordinates (Xi, Yi) is calculated for each sector with
the following formula:

Xi

Yi

����
���� ¼ cosðuþ 90Þ sinðuþ 90Þ

� sinðuþ 90Þ cosðuþ 90Þ

����
���� xi

yi

����
���� ð4Þ

For each n direction, the relative distance of the WTs is calcu-
lated in its xi and yi components.

The location of the WTs is such that the wake generated by a
WTi in upstream can influence a WTk in downstream depending
on the relative position of the WTs and the wind direction /. For
this reason, when the coordinates of each WT are calculated for
each wind direction /, the overlapping area of the wakes on the
rotor of the WTs in downstream is also calculated.

The WTs are then ranked according to their x value (corre-
sponding to the wind direction) in order to identify which WT is
in upstream position in respect to the other WTs. The WT that is
hit first by the wind is assigned the value 1 and the last one is
assigned the number N corresponding to the total number of WT
forming the wind farm. The rank changes for each wind direction
and it is used at each loop to identify in which sequence the WTs
have to be selected when estimating the AEP.
A process is designed to identify whether a WTk in downstream
is completely in the wake, partially in the wake or not in the wake:
each WT is assigned a value that defines one of the three
conditions:

0 ¼WTk not in the wake
1 ¼WTk partially in the wake
2 ¼WTk completely in the wake

The reciprocal distance between WTk and WTi is assessed with
the relations:

DLDik ¼ Xi � Xk DHDik ¼ Yi � Yk ð5Þ

There is influence between a WTk and the approaching wake if:

LDik < 0 & 3Ddistik þ D=2 � DWik ð6Þ

where: 3Distik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DHD2

ik þ Dz2
øik

q

If the rotor of the WTk in downstream is completely in the wake
then

A0 ¼ Ak ¼ pðD=4Þ2 ð7Þ

where A0 is the overlapping area between the wake generated by
the WTi and the rotor of the WTk in downstream.

If the rotor of the WTk in downstream is partially in the wake
(Fig. 3) then

A0 ¼ r2
k cos�1ðd2 þ r2

k � r2
i =2drkÞ þ r2

i cos�1ðd2 þ r2
i � r2

k=2driÞ

� 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�dþ rk þ riÞðdþ rk � riÞðd� rk þ riÞðdþ rk þ riÞ

q
ð8Þ

In case of partial overlap of the wake with the rotor of a WTk in
downstream, the inlet velocity is calculated using the following
relation:

�uk ¼ �ui �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

m
ðA0=AiÞ � ð�ui � �uikÞ2

q
ð9Þ

The wake model adopted in this work is from Frandsen et al.
[46] and takes into account the thrust coefficient and the power
output of the WT.

The growth of the wake behind a WTi is calculated with the
following formula:

Di-wake ¼ Diðb expðk=2Þ þ akÞ expð1=kÞ ð10Þ

where k ¼ x=Di

Di-wake is the diameter of the wake at the distance x in down-
stream of the WTi as shown in Fig. 3.

The factor a is the constant characteristic of the wake expansion
[46] and it is calculated with the following formula:

a ¼ 0:5= lnðH=z0Þ ð11Þ

The wind speed in the wake is described by [46]

�u ¼ ð1=2þ 1=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� 2CtðA=AwÞÞ

p
Þ ð12Þ

The power coefficient and the thrust coefficient are related
through the following relation:

Cp ¼ 4aða� 1Þ2 ð13Þ

And the induction factor and the thrust coefficient are related
by the following relation:

a ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Ct

p
ð14Þ
3.4. Estimate of the AEP

As the data of the wind speed characteristics used in our pro-
cess are assessed at 50 m height and the hub heights of the current



Fig. 3. Overlapping area between the rotor and the wake.

Fig. 4. Power curve of a 1.5 MW WT.

Fig. 5. Weibull distribution of the wind speed.

S. Grassi et al. / Applied Energy 136 (2014) 827–837 833
WT models are higher, an extrapolation is required. The wind
speed is extrapolated using Eq. (1), whereas the Weibull parame-
ters required for estimating the AEP are extrapolated using the
following formulas that have been widely applied in other work
[15,47,48]:

ka ¼ kref = 1� 0:0881 ln
H

Href

� �
ð15Þ

Ca ¼ Cref ðH=HrefÞn ð16Þ

n ¼ 0:37� 0:0881 ln Cref½ �= 1� 0:088 ln
Href

10

� �
ð17Þ

The estimate of the AEP is carried out using the power curve of a
wind turbine. The power curve (Fig. 4) is split into two sections:

P ¼ 0 if �u < ucut-in

P ¼ 5thorder polynomial ifucut-in � �u � urated

P ¼ cost ifurated < �u < ucut-off

where ucut-in is usually set at 3–4 m/s, urated is usually set in the
range of 12–14 m/s, and ucut-off is usually set at 22–25 m/s.

The 5th order polynomial interpolates the points of the selected
WT power curve. The power curve is provided by the WT manufac-
turer at an air density of 1.225 kg/m3. The ucut-in, urated and ucut-off.
For each WT the AEP is calculated by applying the method of
bins [49]: for each bin (e.g., 1 m/s) of the probability distribution
of wind speed (Weibull curve) (Fig. 5) described by the following
relation (Eq. (15)), the frequency l(u) and the power output of
the wind speed u are used to estimate the AEP (Eq. (16)) of each WT:

lð�uÞ ¼ ðk=CÞð�u=CÞk�1 expð�ð�u=CÞkÞ ð18Þ

AEPðWTnÞ ¼ 8760cavaileloss

Xcut-off

cut�in

X
n
lð�uÞPð�uÞ ð19Þ

The availability c of the WTs has been set at 97% with an annual
decay of the performances of 0.5%.Other losses e such as mechan-
ical and electrical losses are also included in the model and set at
1.5%.The estimate of the AEP of the entire wind farm is the sum
of the AEP of all WTs.

AEPtot ¼
X

j
AEPðWTjÞ ð20Þ

The dots in Fig. 6 represent the positions of the WTs of one of
the case studies and their sizes are proportional to the estimated
AEP. It can be seen that the WTs that generate the highest AEP
are located in the lower front part of the wind farm. This is due
to the prevailing wind direction blowing from South–South-West
(Fig. 6) and the topography as it can be seen in Fig. 7. The WTs rep-
resented by small dots generate a lower AEP because of the wake
effects of the other WTs, even where the wind speed is higher than
in locations where WTs generate more electricity. In the attribute
table in Fig. 6, the average predicted AEP (red circle), the k and C
factors (blue and green rectangles) of the Weibull distribution cal-
culated at 50 m AGL are shown: these are the values corresponding
to the WT highlighted with the blue spot. For each WT the same
parameters are assigned.

3.5. Impact of wake effect on annual energy production

As the WTs within a wind farm interact by shadowing each
other and thus reducing the inlet wind speed, the AEP of each
WT is affected by the wind direction, its corresponding wind speed
distribution and the layout of the other WTs. Usually wind farms
are designed in order to maximize the extraction of energy from
wind but, as the wind direction changes, usually prevailing wind
direction is selected as one of the fundamental parameters to set
the layout. An incorrect analysis of the wind resource can result
in a not optimized layout that can generate therefore significant
energy losses increase the turbulence overloading the WTs and
affect the cash flow of the project. In order to identify the impact
of the layout, and the generated wakes, on the AEP of a wind farm,
a coefficient called ‘‘reduced efficiency coefficient’’ (REC) for each
wind direction has been defined as:



Fig. 7. Layout of WTs with respect to topography; the internal dark spot of each
circle is the location of each WT.

Fig. 6. Representation of the layout of the WTs with circles proportional to the estimated AEP (MWh).
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RECu ¼ AEPu
ww=AEPu

w=w

� �
� 1 ð21Þ

It is a negative number comprised between 0 and�1 that shows
how the AEP of a given WF layout is reduced due to wake effect
when the wind blows from a direction u compared to an ideal sit-
uation where the wake effect is neglected when estimating the
AEP. The lower the REC is, the greater is the impact of the wake
on the AEP. In this work, four different wind farms are used to
show the reduction of the AEP over the 16 wind directions by
which the wind rose has been divided.

4. Results and discussion

We tested and evaluated the developed process with four case
studies. The mean actual AEP of each wind farm was compared
to the estimated AEP and then the uncertainties were assessed.
The selected wind farms are composed of an overall number of
377 WTs for an overall rated installed capacity of 462 MW whose
range of operating years is between 2 and 11. The WT models have
a rated power output between 660 kW and 2.5 MW.

The location of the selected wind farms are shown in the map
below (Fig. 8).

The actual AEP of the selected wind farms is issued by the
EIA-DOE. For each case study the ability to assess the uncertainties
when predicting the AEP is carried out using the following
formula:

D ¼ AEPpredicted=AEPactual
� 	

� 1 ð22Þ

A positive value of D indicates an overestimate of the AEP,
whereas a negative value indicates an underestimate.

Fig. 9 shows the comparison of the actual and the predicted
AEP. The dots represent the actual AEP of the four wind farms,
whereas the continuous line represents the average value of the
predicted AEP.

The comparison of the long-term predicted to the actual AEP
shows on average an underestimate of the AEP of the four case
studies by 3.56% with a standard deviation r is 5.21%.

In Table 2 the estimated capacity factor is compared to the
actual one; the extreme values are an overestimation of 1.11%
and an underestimation of 4.28%.

The REC has been estimated for all wind farms and the results
are shown below. The x-axes show the number of sectors in which
the wind direction is divided: the sector n.1 corresponds to the
wind blowing to North and each increasing number corresponds
to the following sector in clockwise direction. The y-axes show
the REC corresponding to each wind direction (or sector).

For all wind farms the wind direction with the lowest REC and
thus most inefficient energy extraction is when the wind blows
from East (sector n.13) and from West (sector n.5). This is due to
the fact that the WTs are placed in line and not far away from each
other along the direction East–West. This is due also to the fact the



Fig. 8. Location of the 4 case studies in Kansas.

Fig. 9. Comparison of the actual AEP vs. the predicted AEP for the 4 case studies.

S. Grassi et al. / Applied Energy 136 (2014) 827–837 835
prevailing wind direction (towards North and North-East) is used
to set the layout of the WTs and to maximize the energy extraction
from this direction. This can be clearly seen at the sector n.8, n.9
and n10 corresponding to the wind direction blowing in the direc-
tion of North and North-East (Fig. 10).

On average the REC of each individual wind farm is comprised
between �0.087 and �0.2. Looking at the single sector, an average
REC value equal to �0.44 corresponds to the n.5 while the best per-
forming sector is the n.10 with an average REC value equal to
�0.07. The worst performance is achieve by the wind farm n.2 with
a REC equal to �0.62 while the best one is achieve by the wind
farm n.4 at the first sector with a REC value of �0.02.

In previous studies where the AEP of WTs was estimated with
GIS, the main assumption was to consider a specific regular layout
of WTs in order to minimize their interaction. The loss of energy
production due to the wake effect in case of a regular layout is a
Table 2
Comparison of the actual vs. predicted capacity factor (CF).

Kansas Long term CF

Actual CF (%) Predicted CF (%) D (%)

Wind farm 1 36.90 35.71 �0.89
Wind farm 2 41.77 42.38 0.61
Wind farm 3 39.67 40.21 0.55
Wind farm 4 43.40 38.67 �4.73
function of the spacing as discussed in [24,50] and it varies from
around 50% to 96% respectively for a 10 � 10 WT grid and 4D spac-
ing along the main wind direction. Also Hossain in [32] used very
similar assumptions to estimate the AEP of wind turbines assum-
ing a specific layout and neglecting the different heights of rotors
due to the irregularity of the terrain. In [35] the estimated full load
hours are higher than the measured one because the wake effect is
not included and thus a parameter ranging from 0.83 to 0.9 has to
be applied to the full load hours. Also in this study a 6D � 6D reg-
ular layout is assumed to smooth the losses due to the interaction
among WTs. For the modeling of on-shore technical wind energy
potential in Spain [51], a 8D � 8D spacing is considered for each
suitable land. Nevertheless the wake effect itself was not specifi-
cally integrated in GIS models and the loss at each specific wind
direction not calculated. Previous studies demonstrated how the
wake effect has an important impact on the estimate of the elec-
tricity generation of clustered WTs, but in GIS modeling this is sim-
plified by multiplying the estimated full load energy production
with a constant parameter. This constant parameter is a function
of the number of WTs assumed to be regular. In reality the wake
effect is a combination of multiple factors such as wind regime,
WT characteristics, topography, relative height difference of WTs
within a wind farm, relative distance among WTs which are usu-
ally set in an irregular layout, and the roughness which affects
the wind profile. This 3-dimensional aspect combined with the
variation of the wind direction and the layout of the WTs has an
influence on the reciprocal shadowing of WTs and thus on the
energy generation. Therefore the losses due to wake effect, differ-
ence in elevation and the variation of the wind direction are unli-
kely to be modeled or precisely accounted for by a generalized
standard energy loss factor due to a given regular array or layout.

As the aerodynamic roughness factor is demonstrated to have
an impact on the wind profile, in this work it has been estimated
for each sector in which the wind rose is divided. In [52] the rough-
ness factor is assumed to be constant for the all areas around
potential or existing wind energy projects or simply assigned to
each cell of the land cover [29,32,35] independent from the wind
direction. This is a simplification of the spatio-temporal variation
of the roughness factor to extrapolate wind speed from measure-
ment height (usually lower than 50 m AGL) to the hub height for
a given wind direction. In this study, we want to demonstrate that
with a GIS tool, the roughness factor around each WT can be
assessed and associated to each sector to extrapolate the wind
speed to the hub height as a function of the wind direction. In
the four case studies used in this work, the wake effect generates
losses ranging from 8.7% to 20% for wind farms characterized by



Fig. 10. Distribution of the REC as function of the variation of the wind speed direction.
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both relatively regular and irregular layouts. As the number and
the size of WT6 change depending on multiple local boundary con-
ditions due to land and wind resource characteristics, the application
of constant parameters to take into account the losses due to the
wake effect seems a coarse simplification to overcome the issue.
The proposed methodology can be easily integrated in each large-
scale model to estimate the AEP for any type of wind farm layout
that can be identified in any buildable land. For any type of wind
farm layout, the model only requires, as input parameters, the geo-
graphical location of the WTs, their technical characteristics, the fea-
tures of the surroundings such as land cover and digital terrain
model and the spatial distribution of the characteristics.
5. Conclusion

In this work we presented a GIS-based process to estimate the
AEP of clustered WTs. The process models for each sector n of
the wind rose the monthly variation of the terrain roughness,
assesses the RIX factor and takes into account the interaction of
the WTs due to the wake effect. The work demonstrates that the
wake effect due to the interaction of multiple WTs and the analysis
of the roughness factor depending on the wind direction can be
modeled and embedded into a GIS-based process. In addition, in
comparison to previous work, the spatial distribution of the wind
speed data includes also the wind characteristics as a function of
the wind direction. This enables a more realistic modeling of the
actual conditions and thus a more reliable assessment of the
long-term AEP of a wind farm instead of posing multiple hypothe-
ses (e.g., the losses due to the wake effect as a function of a fixed
percentage of the AEP independent from the WT layout, a unique
roughness value independent from the wind direction, etc.). The
difference in the elevation of the WTs composing a wind farm
has been modeled as it affects the shadowing of WTs as a function
of the variation of the wind direction.

The model was tested comparing the predicted AEP with the
actual AEP of four wind energy projects. Results showed an overall
underprediction of the AEP of 3.56% and an underprediction of the
long-term CF of 1.11%.

The reduced efficiency coefficient has been introduced to assess
the performance of the layout of the wind farms in respect to the
6 http://www.wwindea.org/home/index.php.
wind direction and the wind speed distribution. The wind farms
show an average REC of �0.15 with extreme values equal to �0.2
and �0.087.

The results are very encouraging and demonstrate that the
uncertainties of the AEP prediction in case of flat or hilly terrain
are low. The developed process can be used in the wind energy
industry and customized models for estimating the AEP can be
developed using a GIS-based platform in order to achieve optimal
performance.

Future development of the process should address the analysis
of wind farms in the presence of complex conditions (e.g., complex
topography and forests): this aspect could not be investigated in
the State of Kansas because the topography of the locations around
the existing wind farms is characterized by relatively uniform and
similar conditions. For this purpose other regions have to be iden-
tified and analyzed in specific studies, where existing wind energy
projects are located in regions with the searched characteristics.
This is one of the fundamental future aspects to be investigated
in order to assess the reliability of the proposed tool: the influence
of the complex topography combined with the spatio-temporal
variation of the land cover (e.g., forest or patchy vegetation and
settlements) play an important role in the extrapolation of the
wind speed to the hub height. Additional implementations concern
the use of wind speed measurements of remote met stations to
estimate the AEP of a wind farm and the comparison of the perfor-
mance of other wake models integrated in the GIS model.

Economic and financial parameters should be also included for
the assessment of economic feasibility. This would enable a com-
plete analysis of wind energy projects over large regions.

Other potential work should address the development of a
GIS-based workflow that optimizes the positions of WTs under
realistic conditions such as topography, parcel distribution and set-
backs from roads and buildings. Previous research studies focused
on the optimization of WTs considering flat terrain, a prevailing
wind direction and little other constraints that usually have an
impact on the layout of wind energy projects.

Significant efforts should also be made concerning the assess-
ment of the spatial distribution of the wind resource. The assess-
ment of the wind energy potential at any scale in a given region
is presently strongly dependent on the availability of the spatial
distribution of the wind characteristics in GIS compatible format
with the corresponding spatial uncertainty. These data are cur-
rently created using mesoscale models described in Section 2. This

http://www.wwindea.org/home/index.php
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aspect somehow limits and slows down the use of GIS and further
detailed analyses aimed at assessing the spatial uncertainties of
the potential. In particular, as wind resource is a spatio-temporal
stochastic resource, the estimate of the spatial uncertainties
around the mean values would enable a more detailed risk analy-
sis. As GIS allows for integration of geostatistical and physical
models and processes, future work should focus on the develop-
ment of a GIS-based method aimed at creating wind speed maps
with their spatial uncertainties. This will enable to overcome the
issue of using different software and thus to embed in a unique
package processes from the assessment of the wind resource at
large scale to the optimal siting of WTs in limited areas.
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